
Progress in Oceanography 49 (2001) 331–352
www.elsevier.com/locate/pocean

Distinguishing coupled ocean–atmosphere interactions from
background noise in the North Pacific

David W. Pierce
Climate Research Division, Scripps Institution of Oceanography, La Jolla, California, USA

Abstract

When considering physical mechanisms for decadal-timescale climate variability in the North Pacific, it
is useful to describe in detail the expected response of the ocean to the chaotic atmospheric forcing. The
expected response to this white-noise forcing includes strongly enhanced power in the decadal frequency
band relative to higher frequencies, pronounced changes in basin-wide climate that resemble regime shifts,
preferred patterns of spatial variability, and a depth-dependent profile that includes variability with a stan-
dard deviation of 0.2–0.4°C over the top 50–100 m. Weak spectral peaks are also possible, given ocean
dynamics. Detecting coupled ocean–atmosphere modes of variability in the real climate system is difficult
against the spectral and spatial structure of this ‘null-hypothesis’ of how the ocean and atmosphere interact,
especially given the impossibility of experimentally decoupling the ocean from the atmosphere. Turning
to coupled ocean–atmosphere models to address this question, a method for identifying coupled modes by
using models of increasing physical complexity is illustrated. It is found that a coupled ocean–atmosphere
mode accounts for enhanced variability with a time scale of 20 years/cycle in the Kuroshio extension
region of the model’s North Pacific. The observed Pacific Decadal Oscillation (PDO) has many similarities
to the expected noise-forced response and few similarities to the model’s coupled ocean–atmosphere varia-
bility. However, model deficiencies and some analyses of observations by other workers indicate that the
possibility that part of the PDO arises from a coupled ocean–atmosphere mode cannot be ruled out.
2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

In attempting to understand climate variability beyond El Nino, decadal-timescale variability
starts to come into play. Decadal variability is ubiquitous in the climate system, and has important
implications for society. It includes such features as multi-year droughts and slow changes in
oceanic ecosystems that can have profound effects on the local marine populations. In the North
Pacific, low-frequency variability is associated with changes in salmon catch over a large area
(Mantua, Hare, Zhang, Wallace, & Francis, 1997), with the attendant economic consequences,
and with low-frequency variability in wintertime temperature and precipitation over North Amer-
ica (Latif & Barnett, 1994; Latif & Barnett, 1996). A number of groups now produce operational
forecasts of El Niño (see, for example, Barnston, Glantz, & He, 1999) and such forecasts can
show good predictive skill at lead times of a year or beyond. Can the decadal-timescale variability
be predicted as well as this, or does it arise exclusively from the ocean’s response to chaotic
atmospheric forcing, with no predictability beyond persistence?

To answer these questions, the source of decadal timescale variability must be identified. Varia-
bility that ultimately arises from the chaotic forcing of short-term weather variability is unpredict-
able on decadal timescales, and so must be treated as noise. The manifestations of this noise in
the real climate system must be understood in order to avoid attributing complex physical causes
to random variations. On the other hand, there is evidence from both coupled ocean–atmosphere
general circulation models (O–AGCMs) and observations that there may be coupled modes of
interaction between the ocean and atmosphere that produce variability on the decadal timescales.
This kind of variability is potentially predictable by coupled O–AGCMs.

The first purpose of this paper is to illustrate in a specific way the effects that noise forcing
can have on the physical (and hence biological) environment of the North Pacific. The North
Pacific is chosen because significant variations on this timescale have been well documented (e.g.,
Ebbesmeyer et al., 1991; Trenberth & Hurrell, 1994; Miller, Cayan, Barnett, Graham, & Ober-
huber, 1994). The second purpose is to demonstrate a methodology by which it can be determined
if a particular aspect of variability arises from internal atmospheric noise, atmospheric noise
impinging on a passive ocean, atmospheric noise impinging on a dynamic ocean, or fully coupled
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ocean–atmosphere interactions. Illustrations of each kind of variability will be given. A key point
will be that it is difficult to find conclusive evidence for coupled ocean–atmosphere modes given
the strong noise background.

Note that in other regions different physical processes might cause climactic variability on
decadal timescales; for example, variations in the thermohaline circulation in the North Atlantic
(Delworth, Manabe, & Stouffer, 1997), or the Antarctic circumpolar wave in the southern hemi-
sphere (White & Peterson, 1996). In the tropical regions, decadal variability in ENSO is known
to occur (e.g., Zhang, Wallace, & Battisti, 1997; Goddard & Graham, 1997), which will have an
influence on the North Pacific via atmospheric teleconnections. Additionally, there may be low-
frequency climatic variability arising from mechanisms extrinsic to the coupled ocean–land–
atmosphere system; for example, solar variability (Cubasch, Voss, Hegerl, Waszkewitz, & Crow-
ley, 1997), or irregular volcanic activity, which can have major impacts on the climate. These
mechanisms will not be examined here given the specific purposes of this paper described above.
A review of these and other dynamical mechanisms for producing low-frequency climate varia-
bility in the North Pacific is given in Miller and Schneider (2000). Previous studies that have
addressed the predictability issue include Venzke, Munnich and Latif (2000), who examine the
change in climate of the North Pacific in the late 1970s, and Grotzner, Latif, and Timmermann
(1999), who use coupled models to estimate levels of predictability over the world’s oceans.

This paper is laid out as follows. In Section 2 noise-forced variability is described, including
the spectrally white atmospheric forcing, the red-noise response in the ocean, and two ‘stochastic-
dynamic’ theories that predict a spectral peak given white atmospheric forcing and ocean dynam-
ics. In Section 3 the issue of attributing variability to these various mechanisms is addressed using
a hierarchy of ocean–atmosphere models of increasing complexity. The results are discussed in
Section 4, including an evaluation of the Pacific Decadal Oscillation in terms of the expected
noise-forced variability. Conclusions are given in Section 5.

2. Noise forced variability

2.1. White-noise atmospheric forcing

At forecast lead times greater than a few weeks, the detailed evolution of the atmosphere is
unpredictable. (In this and the following sections, quantities will be taken as departures from the
climatological mean for the appropriate time of year, so the strong effect of the annual cycle is
removed.) Therefore, on time scales �1 month, weather variability can be considered a random
forcing of the climate system that can only be described statistically, for example in terms of the
autocorrelation timescale and the distribution of power as a function of frequency (the spectrum).

Over much of the Pacific, many atmospheric variables have equal power at all frequencies
(within the expected sampling errors given the finite record length), which is to say, they have
white spectra. It is sometimes said that the atmosphere by itself cannot be the source of decadal
timescale climate variability because it ‘has no memory’ on such timescales. This is untrue; the
intrinsic variability of the atmosphere results in decadal variability, since a white spectrum has
as much power in the decadal frequency band as in every other band. The relevant question is
whether there is more variability in the decadal frequency band than is expected; this can only
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be answered after the expectation is made clear. As shown in the following two sections, the
interaction of white noise atmospheric forcing with the ocean is expected to strongly emphasize
decadal timescale variability.

2.2. Red-noise oceanic response

Hasselmann (1976) and Frankignoul and Hasselmann (1977) laid the foundations for calculating
the response of the midlatitude oceans to a white-noise atmospheric forcing. The basic idea is
straightforward. Imagine a bucket of water exposed to the atmosphere. Considering for the
moment only heat fluxes through the surface, and assuming that some unspecified mechanism
keeps the bucket well mixed, the change in water temperature anomaly To can be related to the
surface heat flux Q as follows:

dTo

dt
�

Q
rocp�z

�lTo, (1)

where ro is the density and cp the specific heat of water, �z is the depth of the water in the
bucket, and l represents a damping time to climatological conditions (at which the temperature
anomaly To=0). The damping can be thought of as sensible and latent heat loss to the atmosphere
if the bucket is small enough (in the latitude–longitude extent) to have little effect on the overlying
atmosphere, or as longwave radiative loss to space if the bucket is large enough (say, a radius
of 1000 km or more) for water temperatures to appreciably influence the overlying atmosphere
(Pierce, Kim, & Barnett 1996).

Now assume that the surface heat flux forcing Q is white noise: Q̂(w)=e,, where Q̂ is the Fourier
transform of Q, w is the frequency, and e is a constant describing the overall power in Q. To
find the spectrum of To, simply Fourier transform Eq. (1) to obtain:

P�
e

rocp�z�l2+w2
, (2)

where P is the power in To (i.e., the magnitude of T̂o). For very low frequencies (w�l),
P→e/(rocp�zl), which is a constant. For high frequencies (w�l), P�1/w. This is plotted in Fig.
1, and will hereafter be termed a red-noise spectrum. Physically, having a white-noise forcing
but red-noise response does not mean that high frequency energy is being transferred to low
frequencies in order to enhance the power there. Rather, forcing at frequencies higher than the
natural timescale of the system are preferentially damped, while those lower than the natural
timescale are not. This results in a reshaping of a white forcing spectrum into a red response spec-
trum.

In the context of decadal climate variability, the red-noise response of the ocean to spectrally
white atmospheric forcing is particularly troublesome because the ‘knee’ of the spectrum shown
in Fig. 1 — the frequency at which the power as a function of frequency changes from 1/w to a
constant — typically falls close to the decadal range. Also, the number of oceanic observations
in most regions drops sharply for times more than 40–50 years ago. The result is spectra that
tend to reach maximum values in the decadal time band, then run out of data at lower frequencies,
leading to the impression of a decadal peak in the spectrum. For example, consider the spectrum
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Fig. 1. Expected spectrum for white noise forcing of an oceanic mixed layer. See text for symbol definitions.

expected for ocean temperatures in the North Pacific as modeled by Eq. (1). For basin-scale
perturbations, the coupling between the ocean and atmosphere is about �=2.6 W m�2 C�1 (Pierce
et al., 1996); the seasonal cycle of temperature is visible down to O(150 m), so this is a reasonable
lower bound to take for �z, leading to l=�/(rocp�z)�8 yr�1.

An illustration of this basic red-noise character of many observed data sets in the North Pacific
is given in Fig. 2, which is the spectrum of the ‘Pacific Decadal Oscillation’ (PDO; Mantua et
al., 1997) sea surface temperature (SST) based time series over the years 1900–1997. (Data
obtained from ftp://ftp.atmos.washington.edu/mantua/pnwFimpacts/INDICES/PDO.latest.) The
heavy line is the best-fit red noise spectrum based on a first order autoregressive process (AR(1));
the dashed lines indicate the 95% confidence intervals based on sampling uncertainty given the
finite record length. The only statistically significant departure from a red noise spectrum occurs
at a period of about 7 years/cycle; no lower-frequency (or decadal, in particular) signature can
be positively identified by this technique. (The issue of whether the PDO has components beyond
this red-noise background is discussed in Section 4.)

The subjective character of red-noise time series of this type is that they appear to undergo
‘ regime shifts’ that seem to require detailed physical mechanisms, but are actually just noise. This
is illustrated in Fig. 3, which shows five century-long time series, one of which is the actual PDO
time series, and the other four of which were generated with a random number generator set to
have the same AR(1) characteristics as the PDO (the lag one autocorrelation coefficient is 0.50).
The heavy line is the seven year boxcar average of the individual years.

Examination of these series shows that it is difficult to pick out the true PDO time series by
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Fig. 2. Spectrum of the Pacific Decadal Oscillation (PDO), along with best fit AR(1) process (heavy line) and 95%
confidence interval (dashed lines).

eye, as the random time series appear to have the same kind of low-frequency behavior and
sudden ‘ regime shifts’ as the PDO. For example, for time series B, there is apparently a strong
‘ regime shift’ going from low values in the 1950s to high values after year 1960, and the record
in general has a pronounced oscillatory nature with a period of �20 years/cycle. For time series
C, there is a strong regime shift going from low values in the 1940s to high values 1955–1965.
For time series D, the eye tends to pick out a trend, with the highest values in the 1920s decreasing
to the lowest values in the 1990s; one might imagine that if this series were to be obtained on a
planet with observed global warming, there would be a temptation to identify this trend as a
consequence of global warming. For time series E, there is a very pronounced regime shift in
1930, with almost uniformly high values giving way abruptly to a decade of low values.

Spectra of the time series of Fig. 3 are shown in Fig. 4, calculated using the multi-taper spectral
method (Ghil, 1997). It can be seen that time series A is identified as having one peak significant
at the 95% level; series B as having 3; series C as having 2; series D as having 3; and series E
as having 4. In point of fact, the true PDO time series is C, which has been plotted backwards
in Fig. 3 so that immediate identification of the series by readers familiar with it would be avoided
(for example, the famous shift in North Pacific conditions in the late 1970s can be seen happening
in the early 1920s). Synthetic series B, D, and E all were identified as having more spectral peaks
significant at the 95% level than the true PDO; and from Fig. 3, several of the pure noise time
series seem to have ‘ regime shifts’ as significant and convincing as the true PDO.

This exercise with randomly generated time series serves to illustrate that the expected red-
noise characteristics of many North Pacific oceanic variables can give rise to apparent ‘ regime
shifts.’ Clearly there is no deterministic physical meaning attached to the shifts obtained from
the random series; by inference, the attempt to assign deterministic physical meaning to the shift
observed in the North Pacific during the late 1970s should be approached with caution unless the
shift can be shown to have characteristics unlike red noise.
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Fig. 3. The PDO time series, and four AR(1) time series tuned to have the same lag-1 autocorrelation coefficient as
the PDO. See text for identification of the PDO time series.

One final caveat is worth mentioning. The atmosphere, ocean, and ecology of the North Pacific
are a coupled physical system. Therefore, any diagnosis of internal events in this system will
necessarily find a causal chain of physical actions and reactions. The relevant question for our
purposes is whether all these actions can be ultimately traced back exclusively to unpredictable
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Fig. 4. Multi-taper spectra of the time series of Fig. 3.

atmospheric variability, rather than predictable atmospheric variability (associated with ENSO or
another coupled ocean–atmosphere mode, for example) or oceanic processes.

Miller et al. (1994) and Deser, Alexander, and Timlin (1996) do such analyses of the ocean–
atmosphere system, and find results consistent with the idea that most of the change observed in
the North Pacific ocean in the late 1970s was ultimately forced by the atmosphere, with regional
modifications due to the dynamic oceanic response to the forcing. Mantua et al. (1997) does an
analysis using the ecological response as the ‘effect’ and changes in the North Pacific’s ocean
environment as the ‘cause,’ and found results that are consistent with the idea that changes in
the physical environment forced the ecological response. Taken in conjunction with the Miller et
al. and Deser et al. results, this supports the idea that the decadal timescale ecological changes
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that Mantua et al. analyzed are ultimately due to the variable atmospheric forcing, with a relatively
small contribution from ocean dynamics. Keeping in mind the red-noise characteristics expected
of these processes (Fig. 3), a large fraction of this variability is likely explainable as noise, and
has no deeper physical interpretation than that. However, some part of the variability examined
by Mantua et al. might still arise from processes that depend on interaction between the ocean
and atmosphere; this question will be addressed in Section 4.

2.3. Stochastic atmospheric forcing and ocean dynamics

The previous section was concerned with the case of atmospheric forcing of an ocean with no
dynamics, only thermodynamics. The result is a red-noise spectrum in oceanic variables such as
SST. When ocean dynamics are added to the system, Rossby wave processes can further enhance
the red-noise spectrum, as described by Frankignoul, Muller, and Zorita (1997). Additionally,
work by Saravanan and McWilliams (1998) and Weng and Neelin (1998) demonstrate that a
spectral peak can be generated even in the absence of feedbacks from the ocean to the atmosphere.
This complicates the detection of (potentially predictable) coupled ocean–atmosphere modes,
because it means that the existence of such a spectral peak is not by itself enough to infer the
existence of a coupled mode.

The basic idea behind these theories is straightforward. For a spectral peak to be generated —
i.e., for a preferred timescale to be selected by the system — there are two requirements. First
is that the atmospheric forcing have a preferred large-scale spatial pattern (despite the fact that,
temporally, there is no preferred time scale to the forcing). Second is that there be some oceanic
mechanism that moves information underneath the atmospheric pattern. For Saravanan and
McWilliams (1998), the oceanic mechanism is advection by the mean gyre; for Weng and Neelin
(1998), the mechanism is Rossby wave propagation.

The first requirement, of a large-scale spatial pattern to the forcing, is generally met in the
world’s oceans. Fig. 5, for example, shows the leading empirical orthogonal function (EOF) of
latent heat flux from the ECHO2 coupled ocean–atmosphere model (Frey, Latif, & Stockdale,
1997; Pierce, Barnett, & Latif 2000). There is a distinct pattern with opposite signs in the eastern
and western parts of the basin. Weng and Neelin (1998) show other examples in the North Atlan-
tic.

The way in which the large-scale forcing pattern and the movement of information combine
to produce a preferred timescale is easily understood. Consider a simplified example with infor-
mation moving from west to east along the heavy line in Fig. 5. If the water parcel or Rossby
wave experiences the same sign of forcing all along its path, the response to the forcing will be
greater than if there is some forcing of one sign and some forcing of the other sign, which will
have a tendency to cancel.

The speed of the parcels or wave is set by the gyre advection time, Rossby wave dynamics,
or some other oceanic process, and is approximately a fixed number independent of the surface
forcing. Therefore, to experience only one sign of forcing during transit (and thus have the
maximum response), the forcing must change sign when the parcel or wave has travelled from
the eastern boundary to the zero-crossing point of the forcing (about 170°W in Fig. 5). If the
time it takes to travel from the eastern to western boundary is t, we can approximate the time it
takes to get to the zero-crossing point as t/2. In that case, the the maximum response will be
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Fig. 5. Leading EOF of latent heat flux (W/m2) from the ECHO2 coupled ocean–atmosphere model.

obtained when the forcing has a frequency such that one-half cycle takes t/2, i.e., a frequency of
1/t. Keep in mind that the actual forcing has all frequencies at equal power; the point is that the
particular component of the forcing that has a frequency of t�1 is preferentially amplified by this
mechanism, resulting in a spectral peak at that frequency. For the mechanisms considered by
Saravanan and McWilliams (1998) and Weng and Neelin (1998), these frequencies typically fall
in the decadal range.

2.4. Summary of noise-forced oceanic response

The response of the ocean to noisy atmospheric forcing is expected to include enhanced power
at decadal frequencies, behavior that appears similar to ‘ regime shifts,’ preferred spatial patterns
imposed by the preferred patterns of internal atmospheric variability, and even decadal-timescale
spectral peaks. Although a causal chain of physics can be internally diagnosed for this low-
frequency variability, in the larger picture it is nothing more than unpredictable noise. From the
forecasting point of view, the only gain is from the enhanced persistence of the ocean’s integrated
response to the forcing. This is problematic if one wants to identify (potentially predictable)
coupled ocean–atmosphere modes of variability, as such modes might be thought to be identifiable
by spectral peaks or preferred spatial patterns of variability. The next section will present a meth-
odology that can be used to identify coupled ocean–atmosphere modes in the presence of the
strong red-noise background.

3. Attributing causes of decadal climate variability

Given the difficulty of separating a coupled ocean–atmosphere mode of variability from the
background noise, how can any such coupled mode be identified? An approach will be
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demonstrated here that makes use of a hierarchy of coupled models with an increasing degree
of ocean physics. The simplest level is a full-physics atmospheric model coupled to specified
climatological SST conditions as a lower boundary condition. Any variability that develops in
this scenario will be due to internal atmospheric dynamics alone. The intermediate level of model
is the same atmospheric model coupled to a mixed-layer ocean model, preferably one with a
realistic mixed-layer depth that varies by season. Any variability that appears in this run that did
not appear in the specified-SST boundary condition run must arise from the effects of ocean
thermodynamics. Models of this complexity will evolve the red-noise spectra described by Hassel-
mann (1976) and Frankignoul and Hasselmann (1977). The most complex level is to couple the
atmosphere to a full physics oceanic general circulation model. Increased red-noise levels of
variability that appear in this case can come from the Rossby wave processes described by Fran-
kignoul et al. (1997). Spectral peaks that appear even above and beyond the expected red-noise
background may come from interactions between the stochastic atmospheric forcing and ocean
dynamics as described by Saravanan and McWilliams (1998) and Weng and Neelin (1998), from
fully coupled ocean–atmosphere modes, or from dynamic internal ocean variability (if the model
resolution is high enough to permit it).

Previous related work has often focused on the influence of various geographical regions on
low-frequency variability, using either climatological or specified observed SSTs or mixed-layer
ocean models in the different regions. For example, Graham, Barnett, Wilde, Ponater, and Schub-
ert (1994) and Lau (1997) examined the influence of specifying tropical versus extratropical (and
especially North Pacific) SST anomalies, while Blade (1997) examined the influence of midlati-
tude ocean thermodynamics on low-frequency variability in a coupled model. Grotzner et al.
(1999) was interested in predictability rather than the relative influence of various geographical
regions, and so compared his fully-coupled model results to those expected from first-order autore-
gressive (red-noise) processes. The objective here is somewhat different in that an identification
of the source of low-frequency variability is desired, and thus an intercomparison of results with
specified SST, mixed layer, and full ocean physics is needed. This is more akin to the work of
Barnett et al. (1999), who also did some forced-atmosphere tests of a coupled ocean–atmosphere
mode they identified.

3.1. Internal atmospheric variability

When an atmospheric model has prescribed monthly climatological SSTs as a lower boundary
condition, the only mechanism that allows variability is internal atmospheric dynamics. This is
the case in the top left panel of Fig. 6, using a 199 year run of CCM3 (Kiehl et al., 1996). Plotted
is the leading EOF of 500 mb height anomaly (in gpm), normalized so that the associated principal
component (PC) has a standard deviation of 1. The pattern is similar to the PNA (Horel & Wallace,
1981), and in this case is known to arise exclusively from atmospheric variability because no
other processes are included in the model.

3.2. Ocean response to atmospheric variability

When a mixed layer ocean (with mixed layer depths specified from monthly climatology
(Levitus, 1994)) is joined to the same atmospheric model, the pattern of variability is unmodified
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Fig. 6. Left column: leading EOF of 500 hPa height anomaly, gpm. From top to bottom: for the case with the full-
physics atmospheric model coupled to specified climatological SST conditions, a mixed-layer model with depths speci-
fied from observations, and a full physics ocean model, respectively. Right column: correlation map of the PC for the
EOF in the corresponding left hand column with SST anomalies. (Note that there are no SST anomalies for the case
with specified climatological SSTs.)

(Fig. 6, middle left panel), leading to the conclusion that even in the presence of ocean thermodyn-
amics, the pattern is set by internal atmospheric variability. The strength of the variability
increases by about 25%. This can be understood from the arguments of Barsugli and Battisti
(1998); a lower boundary condition that is free to change temperature in response to surface fluxes
provides less damping than a fixed-SST condition. The SST pattern associated with this atmos-
pheric variability is shown in the middle right panel of Fig. 6, obtained by correlating the EOF’s
PC with SST at all points. Since there are no ocean dynamics in this case and the pattern of
forcing is set by the atmosphere, the SST response is best described as the ocean’s passive thermo-
dynamic response to internal atmospheric variability. This response is similar to the North Pacific
mode (Deser & Blackmon, 1995), as identified in this model run by Pierce et al. (2001).

When full ocean physics are added (Fig. 6, bottom left panel) the pattern of atmospheric varia-
bility is again unmodified but strengthened by about 20%. Since the coupled ocean–atmosphere
model allows ENSO variability, part of this increase in strength comes from teleconnected tropical
variability exciting this same atmospheric response. The associated SST pattern is shown in the
bottom right panel of Fig. 6, and looks similar to the case without ocean dynamics. In the southern
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hemisphere (not shown) there is a hint of more organized symmetry about the equator, which is
consistent with the idea that part of the signal now is associated with tropical forcing, but none
of the values south of 20°N is statistically significant.

The three-dimensional structure of the oceanic temperature response to atmospheric variability
can be of interest when evaluating the possible biological effects. How deep does the oceanic
response go, and how large are the temperature excursions at depth? This can be found by correlat-
ing the PC of the model’s leading 500 mb height anomaly EOF with oceanic temperatures as a
function of depth, which are available when the full physics ocean model is used. Values between
0.45 and 0.60 are found over the top 50 to 100 m, depending on location. These values are
significant at the 95% level, taking the degrees of freedom to be 18 based on the PC’s autocorre-
lation function and the model run length. The correlations drop off rapidly at deeper levels. These
simultaneous correlations do not take into account any lag that might be expected for the vertical
propagation of information in the ocean. Note also that in this case, since full ocean dynamics
are present, some of this response is coming from teleconnected ENSO activity in the tropics.
Since the teleconnection would be expected to act through the atmosphere, the estimate given
above that the strength of the atmospheric response increases by about 20% when ocean dynamics
are present gives a reasonable estimate for the strength of the oceanic response coming from the
teleconnected effect versus local internal atmospheric variability.

In the real ocean, the teleconnected ENSO effect is likely stronger than in the coupled model,
and other physics not well represented in the model may come into play. Thus, identification of
the effects of internal atmospheric variability cannot be made with certainty, as some of this other
physics might have a response that projects onto the patterns generated by internal atmospheric
variability. Keeping these important caveats in mind, an attempt can nontheless be made to look
at these same relationships from the observed record. Used here are sea level pressure (SLP)
anomalies from da Silva, Young, and Levitus (1995) and the upper-ocean temperature data set
of White (1995). This three-dimensional data set of ocean temperatures is used because it is again
of interest to see how deep the signal penetrates. For SST only, previous work by others (e.g.,
Wallace, Smith, & Jiang, 1990) using observations has already identified relationships between
500 mb height anomaly and SST that are similar to Fig. 6.

The regression between the PC of the leading EOF of observed SLP and ocean temperatures
as a function of depth along 40°N is shown in Fig. 7. Values are given in °C for one standard
deviation of the principal component of the leading EOF of sea level pressure. The values range
from 0.2 to 0.4°C per standard deviation, and penetrate 50–100 m, similar to the model results.
There is some tendency for peak values to occur subsurface, as can be seen in the plot at about
130°W. This may arise from stronger variability of the forcing atmospheric pattern in winter,
when the mixed layer is deeper.

In summary, the patterns of atmospheric and oceanic variability shown in Fig. 6 are set by
internal atmospheric variability, to which the ocean responds via surface heat fluxes. This is the
red-noise oceanic response described by Hasselmann (1976) and Frankignoul and Hasselmann
(1977). Because the atmosphere has a preferred spatial pattern of variability, the oceanic response
does as well, despite the fact that ocean dynamics are not necessary for this pattern’s genesis.
The addition of ocean dynamics increases the strength of the pattern by about 20% in the model,
some of which is due to teleconnected forcing from the tropics. The vertical structure of the
ocean’s response encompasses the top 50 to 100 m, and has a standard deviation in the range
0.2–0.4°C.
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Fig. 7. Regression (°C/standard deviation) between PC of the leading EOF of observed sea level pressure over the
North Pacific and observed ocean temperatures as a function of depth during the period 1955–1994.

3.3. Variability due to ocean dynamics

The addition of ocean dynamics to the ocean–atmosphere system allows for new kinds of
variability, which may be red-noise (Frankignoul et al., 1997), coupled ocean–atmosphere modes,
or the kind of interactions between stochastic atmospheric forcing and ocean dynamics described
by Saravanan and McWilliams (1998) and Weng and Neelin (1998). The geographical distribution
of this enhancement can be found by dividing the standard deviation of SST anomalies for the
model with full atmosphere–ocean dynamics by the same quantity for the atmosphere coupled to
a mixed layer ocean. Values greater than one signify regions where variability is enhanced when
ocean dynamics is added.

This ratio is illustrated in Fig. 8. The run with full ocean–atmosphere physics is ECHO2 (Frey
et al., 1997; Pierce et al., 2000), which uses the ECHAM4 atmospheric model coupled to the
HOPE ocean model. The mixed-layer run uses ECHAM3 coupled to a mixed layer ocean model
with a fixed 50 m depth (this run is described further in Pierce et al., 2001). Because of the
different versions of atmospheric models used and the fixed mixed layer depth, this is not an
ideal comparison. In particular, wintertime mixed layer depths in the North Pacific can easily be
three times the fixed 50 m depth assumed in the mixed layer model; this will tend to exaggerate
variability in the mixed layer run, which reduces the ratio in Fig. 8. Nevertheless, these runs are
used here for exact comparison with the time-permuted run using the HOPE ocean model
(described below). (For the CCM3-based runs, the ratio of standard deviations is a more direct
comparison, and shows the same enhanced variability off Japan but lacks the enhancement in the
central Pacific. It also shows enhanced variability in the Gulf of Alaska that is likely a model
error, as erroneous model sea-ice formation known to occur in this region.)
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Fig. 8. Ratio of the standard deviation of SSTs, for the ECHO2 full-physics coupled ocean–atmosphere divided by
the ECHAM3/mixed layer ocean coupled model. Contour interval is 1.0.

Fig. 8 shows that there are regions of enhanced variability due to ocean dynamics in the sub
arctic frontal zone (SAFZ)/Kuroshio extension region off Japan and in the central Pacific. The
enhanced variability in the central Pacific has spectral peaks in the 2–7 years/cycle band, and is
in the location expected to show teleconnected effects of ENSO variability (Blackmon, Geisler, &
Pitcher, 1983), and so will be presumed to be due to this cause.

The variability off Japan is of some interest, as previous work has shown that the atmosphere
may be sensitive to SST anomalies in this region at certain times of the year (Peng, Robinson, &
Hoerling, 1997). Such atmospheric sensitivity to oceanic SST anomalies is required in order to
have a coupled ocean–atmosphere mode. The frequency at which this enhancement is occurring
can be obtained by dividing the spectral density as a function of frequency in the case with full
ocean physics to the same quantity in the mixed layer case. This is shown in Fig. 9, plotted at
the point 156°W, 40.5°N (in the heart of the enhancement region off Japan shown in Fig. 8).
Statistical significance is assessed by noting where the 90% confidence intervals for the two
spectra do not overlap. The variability is preferentially enhanced at a frequency of �20 years/cycle.
The difference in frequency between this spectral peak and the ENSO spectral peaks (3–7

Fig. 9. Ratio of the spectral density of SST variability at the point 156°W, 40.5°N, for the ECHO2 full-physics
coupled ocean–atmosphere divided by the ECHAM3/mixed layer ocean coupled model. Shaded area shows where the
ratio is statistically significant.



346 D.W. Pierce / Progress in Oceanography 49 (2001) 331–352

years/cycle) suggests that this is not a direct ENSO-forced response. This result is in general
accord with that found in Latif and Barnett (1994, 1996), who proposed a basin-wide ocean–
atmosphere coupled mode in the North Pacific that produces a time scale of about 20 years/cycle.
Enhanced spectral power at this frequency only in the presence of ocean dynamics, such as is
documented here, would be one of the hallmarks of such a coupled mode. On the other hand,
the spectral enhancement seen here is confined to the most western part of the basin, which is
not simplemindedly consistent with a basin-wide mode. This could be a detection issue — i.e.,
the signal could be generally present over the entire North Pacific, but more easily detectible in
the western boundary region. This might be because strong SST gradients in the region make
small circulation perturbations more easily visible, or because of the tendency for Rossby waves
to carry information preferentially to the west. Or, instead of being a detection issue, the western
trapping of the signal seen here might indicate that the signal is due to some other process than
found in (Latif & Barnett, 1996), such as stochastic resonance. This question will now be ad-
dressed.

Having identified a pattern of oceanic variability that has a preferred decadal frequency and
arises only in the presence of ocean dynamics (i.e., variability that is not the red-noise response
of Hasselmann, 1976 and Frankignoul & Hasselmann 1977), it remains to be determined whether
it is caused by stochastic atmosphere-dynamic ocean mechanisms or by some kind of coupled
ocean–atmosphere interaction. In this, use can be made of the property that stochastic mechanisms
depend only on the existence of preferred spatial patterns in the atmospheric forcing fields and
arise even if the forcing fields have equal power at all frequencies. If (and only if) it can be
confirmed that the atmospheric forcing fields actually do have white spectra, then it is legitimate
for the purposes of this test to randomly permute the forcing fields in time, since this changes
neither the spatial nor spectral structure of the forcing. Under these conditions the stochastic
resonance mechanism would proceed unchanged, assuming that the time chunks to be permuted
are long compared to synoptic atmospheric variability but still short compared to frequencies in
the signal of interest. If the forcing fields are permuted in time and the oceanic SST response
still has the same spectral peak, it can be concluded that the peak arises from a stochastic reson-
ance mechanism. If the spectral peak disappears, the peak must arise from some process that
requires synchronous evolution of the ocean and atmosphere, i.e., a coupled ocean–atmosphere
mode of variability.

The frequency of interest here is �20 years/cycle, so the surface forcing anomaly fields (wind
stress, heat flux, and P-E) were permuted in monthly-average chunks. In the ECHO2 run, spectral
analysis of the surface forcing flux anomaly fields show that they have white spectra over almost
all of the North Pacific, thus meeting the requirement for the time-permuted test. The exception
to this is in the Kuroshio extension region itself, where it is found that the heat fluxes have the
same �20 year/cycle spectral peak as found in the SSTs. The phasing of the two is such that in
this region, warm SST anomalies cool by surface heat loss to the atmosphere. Therefore, the
process causing the spectral peak in the surface heat fluxes plays no part in generating the SST
anomalies in the first place; it only serves to damp the anomalies. In fact, in this region the time-
permutation procedure will cause SST anomalies to be less systematically damped, possibly acting
to increase the magnitude of any spectral peak that might be generated by stochastic resonance.
Therefore, removing this signal by time-permutation will not weaken any mechanism that is
forcing the SST variability in the first place, and the lack of a spectral peak in the results will
still indicate the presence of a coupled ocean–atmosphere mode.
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The results of forcing the HOPE model with randomly permuted surface flux forcing fields
saved from the ECHO2 run are shown in Fig. 10. The top panel shows the spectrum of the SST
anomalies in the ECHO2 model in the Kuroshio extension region (142°E to 164°E, 32°N to
46°N), for comparison. The spectral peak at �20 years/cycle can be seen. The center panel shows
the results from a control experiment imposing the saved monthly fluxes in temporal order. The
same peak is seen, demonstrating that the technique of forcing the model with monthly saved

Fig. 10. Spectra of SST in the Kuroshio extension region for the ECHO2 coupled ocean–atmosphere model (top),
for the stand-alone ocean model forced with saved monthly fluxes from the ECHO2 run (middle), and from the stand-
alone ocean model forced with the same monthly fluxes randomly permuted in time (bottom). Dashes lines indicate
the 95% confidence interval.
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fluxes can reproduce the signal of interest. The bottom panel shows the results of the experiment
with time-permuted surface fluxes. The spectral peak is no longer present. The conclusion to be
drawn from this is that the spectral peak arises from some mechanism that requires time synchron-
icity between the ocean and the atmospheric forcing fields, i.e., a coupled ocean–atmosphere mode.

In summary, ocean dynamics adds preferred regions and timescales of variability onto the red-
noise background signal generated by internal atmospheric variability. In the model context, the
possibility that this timescale arises from interactions between stochastic atmospheric forcing and
ocean dynamics can be tested by permuting the surface flux forcing fields in time, if and only if
the forcing fields are spectrally white. This is the case in the ECHO2 run, and it is found that
the spectral peak arises from a coupled ocean–atmosphere interaction. Further analysis could then
be used to see if the interaction is consistent with that described by various theories, such as Latif
and Barnett (1994, 1996), Jin (1997), or Goodman and Marshall (1999).

4. Discussion

The treatment in Section 2b focussed on the red-noise characteristics of the PDO. However,
while the arguments presented there suggest that much of the variance of the PDO may simply
be the expected red-noise response to the chaotic atmospheric forcing, that does not answer the
question of whether any part of that signal is deterministic, above and beyond the response
expected from the noise forcing. The model technique outlined in Section 3b suggested an
approach to answer this question, but only for variability seen in a model; since the model’s
decadal timescale dynamic response is generally confined to the SAFZ/Kuroshio extension region,
while the main PDO signal is in the central and eastern Pacific, there is no reason to identify this
model response as the ‘PDO.’

This difference between the model’s dynamic response and the PDO may be thought to arise
from a number of causes:

1. The models may be correct, and the PDO is exclusively noise-forced, while a dynamic response
should be seen only in the SAFZ/Kuroshio extension region.

2. The models may err in trapping the dynamic variability too far to the west, perhaps because
of poor resolution. The details of horizontal advection by the Kuroshio are lost in models with
T42 (approximately 2.80 by 2.80) resolution, and may be important to transmitting a signal
across the Pacific. The PDO’s response along the west coast of North America might involve
coastal processes, which are poorly represented at these resolutions.

3. The models may be poorly representing some other, as yet unknown, physics that makes up a
coupled ocean–atmosphere mode in the midlatitudes.

Deciding between these possibilities can only be done by model studies at higher resolution and
by analyzing the observed record. There is, in fact, some evidence from observations that there
may be a part of the PDO that has a distinct decadal time scale and therefore, by inference, arises
from a coupled ocean/atmosphere mode of interaction (the arguments of Section 2.3
notwithstanding). Venzke et al. (2000) analyzed wintertime sea level pressures over the North
Pacific and found, via singular spectrum analysis, an oscillation with a well-defined 18 year/cycle
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period. This was the leading mode, and explained 15% of the variance. Considering that the
amount of variance explained is somewhat modest, caution is warranted before immediately con-
cluding that this oscillation can be positively identified as the PDO.

Biondi, Gershunov, and Cayan (2001) analyzed tree ring data from Baja, Mexico — a region
whose wintertime temperature and precipitation are known to be strongly correlated with the state
of the North Pacific (Latif & Barnett, 1996) — and found a clear spectral peak at about 23
years/cycle. Again, considering the difference in frequency compared to the results from Venzke
et al. (2000), caution is indicated before assuming that this signal must reflect the PDO. Biondi
et al.’s data is particularly interesting in that his evolutive spectrum over the period 1710–1940
shows a clear and distinct spectral peak until 1910, at which time the power in the very lowest
frequencies increases to the point where the 23 year/cycle peak is no longer distinctly separated
and the spectrum appears red. It is interesting to speculate that this increase in low-frequency
power after 1910 may be a manifestation of the observed trend in global temperatures during the
20th Century. The linear trend of yearly SST anomalies over the period 1945–1999 (from da
Silva et al. (1995) data combined with NCEP data after 1993), shown in Fig. 11, has a strong
projection onto the PDO signal; there is cooling in the central Pacific and warming along the
west coast of North America. The magnitude of the trend — about 0.3°C over the 23 year time-
scale Biondi et al. found — is large enough to be important, as the standard deviation of tempera-
tures from the PDO is about 0.4°C. A final resolution this matter will have to await more data
of this kind.

5. Conclusions

The first objective of this work was to illustrate in a concrete way the characteristics expected
of noise-forced oceanic variability in the North Pacific. The expected pattern of ocean response
is set by internal atmospheric variability, and consists of a lobe of temperature of one sign
extending from Japan into the central Pacific east of the dateline, surrounded on the east by a
horseshoe-shaped region of opposite sign. The addition of ocean thermodynamics, and then ocean
dynamics, each increase the strength of this pattern by about 20–25% but do not appreciably alter
its shape. In the vertical, this signal can be seen in the upper 50–100 m of the water column,

Fig. 11. Observed temperature trend, °C/decade, over the period 1945–1999.
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depending on location. Typical temperature excursions are in the range of 0.2–0.4°C (for one
standard deviation). There is some tendency for the signal to reach a maximum below the surface,
perhaps because the mixed layer is deeper in winter, when the surface forcing tends to be stronger.
The temporal character of this noise-forced response can exhibit quasi-periodic behavior and pro-
nounced decadal ‘ regime shifts’ that have no particular physical significance. Even so, these
changes in the physical environment can have a deterministic impact on the local ecology due to
associated changes in temperature, turbidity, vertical mixing, advective transport, stratification,
and so on.

The second objective of this work was to demonstrate a methodology for determining if a
particular signal arises from intrinsic atmospheric variability, the added effect of ocean thermody-
namics, or full ocean dynamics. This was illustrated using model runs with a full-physics atmos-
pheric GCM coupled to ocean models of increasing complexity. Internal atmospheric variability
and ocean thermodynamics give rise to the red-noise response described above. However, it was
found that some model variability can be attributed to ocean dynamics, including ENSO-related
variability (not examined here) and decadal-timescale variability that occurs in preferred locations
(the SAFZ/Kuroshio extension region) and with a preferred time scale of about 20 years/cycle.
The spectral characteristics of the forcing found in the model allowed a test of the possibility
that the preferred timescale arises from a stochastic resonance mechanism. The test made use of
the saved monthly surface flux forcing fields permuted in time. The results of this test suggest
that the variability arises from an coupled mode of the ocean–atmosphere system.

Finally, the relationship of the observed PDO to these results was considered. The PDO has
many characteristics in common with the expected noise-forced response, and so it is likely that
much of the variance in the PDO is explainable simply as noise. However, there are some obser-
vations that suggest part of the PDO’s variability may come from a coupled ocean–atmosphere
mode that the models do not correctly simulate. Of particular interest is data from tree rings that
suggest the global temperature trend in the 20th Century may have masked a distinct spectral
peak associated with the PDO, making it merge into an apparent red-noise spectrum. More data
sets of this type, and model runs with the resolution required to capture advective and coastal
processes in the North Pacific, will be required to settle this issue.
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