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Abstract  The top few millimeters of the ocean surface, where properties are most 
altered relative to deeper water, are often referred to as the sea surface microlayer. 
Physics, chemistry, and biology of the sea surface microlayer are the subject of 
this chapter. Very close to the air–sea interface, turbulent mixing is suppressed 
and molecular diffusion appears to dominate the vertical property transport. The 
viscous, thermal, and diffusive sublayers close to the ocean surface that exist as 
characteristic features of the air–sea momentum, heat, and mass transport are con-
sidered. Their dynamics are quite complex due to the presence of surface waves, 
capillary effects, penetrating solar radiation, rainfall, and surface films due to the 
presence of surfactants. The existing theories of the sea surface microlayer, numeri-
cal model parameterizations, available observations and new approaches, including 
computational fluid dynamics modeling and DNA analysis of the bacterial content 
of the sea surface microlayer, are critically analyzed in this chapter.
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2.1 � Introduction

The microlayer is involved in the heat and momentum transfer between the ocean 
and atmosphere and plays a vital role in the uptake of greenhouse gases by the 
ocean. A striking variety of physical, biological, chemical, and photochemical inter-
actions and feedbacks occur in the ocean surface microlayer. There is a widely held 
presumption that the microlayer is a highly efficient and selective micro-reactor, 
effectively concentrating and transforming materials brought to the interface from 
the atmosphere and oceans by physical processes (Liss and Duce 1997). These pro-
cesses are very intriguing and potentially of great importance for remote sensing of 
sea surface temperature (SST) and salinity, climate change, and many other practi-
cal applications still waiting for their time to come.
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72 2  Sea Surface Microlayer

Direct measurement of the sea surface microlayer is still a challenge. As a result, 
surprisingly little experimental information exists on the structure of the sea surface 
microlayer. The majority of microlayer results have been obtained from laboratory 
studies.

The physics of the sea surface microlayer is related to fundamental properties 
of turbulent boundary layers, such as intermittency (Kline et al. 1967) and quasi-
periodic repeating patterns of coherent motion (Robinson 1991). While in the bulk 
of the water, turbulence largely controls the transport, molecular diffusion takes 
over the transfer of momentum, heat, and mass from the upper ocean to the sea 
surface because the vertical component of turbulent velocity is suppressed close to 
the surface. Surface organic and inorganic films formed as a result of complex inter-
play between biological, chemical, and physical processes can interfere with air–sea 
interaction (for instance, by modifying properties of capillary-gravity waves) and 
affect the properties of molecular sublayers.

Under very high wind-speed conditions, the sea surface can be defined only in 
the topological sense; as a result, the viscous sublayers is replaced with a two-phase 
transition layer, which consists of air bubbles, spray droplets, and the overhang of 
plunging waves (Chap. 6)

As a first approximation, the thickness of the viscous, thermal, and diffusion 
molecular sublayers at the ocean surface, outside of whitecaps and white outs, can 
be linked to the Kolmogorov’s (1942) internal length scale of turbulence,

3 1/4( / ) ,νη ν ε=� (2.1)

where n is the molecular kinematic viscosity and ε  is the dissipation rate of the 
turbulent kinetic energy. Similar length scales also exist for thermal and diffusive 
turbulent processes,

1/2 3 1/4Pr ( / )T vη ε−=�
(2.2)

and
1/2 3 1/4( / )D Sc vη ε−=� (2.3)

where Pr / Tν κ=  is the Prandtl number ( Pr .= 7 1 for water at 20 °C), /Sc ν µ=  is 
the Schmidt number (Sc~103), kT  is the molecular coefficient of kinematic thermal 
diffusivity, and µ is the molecular coefficient of kinematic molecular diffusivity. 
The latter equation is applicable to tracer gases, passive contaminants, or sea salts.

An instructive schematic diagram is shown in Fig. 2.1. The logarithmic scale 
ranges from the diameter of a molecule to the maximum depth of the world ocean 
emphasizing the top millimeter of the ocean. Molecular sublayers extend from the 
surface to typical depths of about 1,500 µm (viscous sublayer), 500 µm (thermal 
sublayer), and 50 µm (diffusion sublayer). There are also organic films on the sea 
surface, of natural or anthropogenic origin, starting from a few nanometers thick-
ness.
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732.1 � Introduction�

These are of course only nominal values. The thickness of molecular sublayers 
depends substantially on the air–sea interaction regime. In fact, the structure of the 
molecular sublayers are quite complex. It depends on wind stress acting on the sea 
surface, on turbulence and coherent motions, on shortwave radiation absorbed in 
the upper millimeters of the ocean, on heat, salt, freshwater, and gas fluxes cross-
ing these sublayers, and on gravity and capillary waves and surface films. We will 
consider many of these factors in detail throughout this chapter.

Section 2.2 describes the phenomenology of the viscous, thermal, and diffusion 
sublayers at the waterside of the air–sea interface. Intimately linked to the physical 
processes are the complex chemical, photochemical, and biological metamorphoses 
that take place in the ocean microlayer. The physics of the microlayer, and even the 
regime of air–sea exchanges, depend on the organics and chemical composition of 
surface films, and, to some extent, on the sea surface microlayer ecosystem.

The physics of the microlayer are discussed in detail in Sect.  2.3. Renewal 
and boundary-layer models of the aqueous molecular sublayers are introduced in 
Sect. 2.4. The renewal model results in a coupled set of parameterizations describ-
ing the surface wind-drift current, cool skin, and interfacial gas-transfer velocity. In 
Sect. 2.5, we discuss the effect of solar radiation absorption on molecular sublayers. 
Section 2.6 is devoted to the effect of precipitation on the microlayer.

Fig. 2.1   Schematic representation of the vertical structure of physical processes related to the sea 
surface microlayer. (courtesy of Peter Schlüssel)
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74 2  Sea Surface Microlayer

2.2 � Phenomenology

2.2.1 � Viscous Sublayer

Viscous sublayers develop on both sides of the air–sea interface. To our knowledge, 
direct measurements of the viscous sublayer either from the oceanic or atmospheric 
side of the air–sea interface have never been made in real oceanic conditions. Infor-
mation about the aqueous viscous sublayer of the ocean has been mainly obtained 
from theoretical considerations (for instance, Csanady 1978) or laboratory studies 
(McLeish and Putland 1975; Wu 1975; and others).

Figure  2.2 shows the velocity profile below the water surface measured at a 
0.07 N m−2 wind stress in the laboratory experiment of McLeish and Putland (1975). 
The slope of the near-surface velocity profile is fit with a straight line. The linear 
vertical profile of velocity is a distinctive feature of the viscous sublayer. The de-
parture of the velocity profile from its linear fit can therefore serve as an indicator 
of the viscous sublayer depth. It is remarkable that in dimensionless coordinates, 
the thickness of the viscous sublayer near the free surface is approximately half of 

Fig. 2.2   Velocity profile below the free water surface measured in a laboratory tank (circles). 
The straight line fits the near-surface slope, and the curved line follows the mean profile at a solid 
boundary. The solid boundary dependence is derived from nondimensional values by Kline et al. 
(1967). The nondimensional coordinates are as follows: z zu+ = * / n  and u u u u+ = −( ) / ,*0  u*  is 
the friction velocity in water, n  is the molecular kinematic viscosity of water, u  is the downwind 
water velocity, and u0  is the downwind water velocity at the surface. (After McLeish and Putland 
1975)
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752.2 � Phenomenology�

what it would be near a rigid wall. This is explained by the fact that only the vertical 
component of turbulent fluctuation is effectively suppressed near the free surface; 
as a result, turbulent eddies can penetrate closer to a free boundary than to a wall. 
However, this is not the only possible explanation. Another plausible explanation 
is that microscale wave breaking (see Banner and Phillips 1974; Csanady 1990) 
increases turbulent mixing near the surface, which reduces the thickness of aqueous 
viscous sublayer.

2.2.2 � Thermal Sublayer

The SST may differ from the temperature of the underlying mixed layer due to the 
presence of the aqueous thermal molecular sublayer. This sublayer is also referred 
to as the cool skin of the ocean (Saunders 1967b). During daytime, the temperature 
difference across this aqueous sublayer due to absorption of solar radiation may 
change sign, turning into the warm skin (Soloviev and Schlüssel 1996).

Above the interface, there is a millimeter-thick atmospheric boundary layer, 
where the vertical transport is also dominated by the molecular diffusion. The larg-
est temperature difference across the air–sea interface is observed in the air rather 
than water (Volkov and Soloviev 1986).

Figure 2.3 gives an example of the temperature profile in the upper 10 m of the 
ocean obtained with a free-rising profiler (Soloviev 1992). For this measurement, 
the profiler was equipped with a high-resolution temperature probe (5 µm diameter 
wire sensing element). The shunting of the micro-wire probe by seawater was small 
due to the fact that its internal resistance was only 7 Ω, while the surface area of the 
micro-wire was extremely small (Azizjan et al. 1984).

The vertical temperature profile shown in Fig. 2.3 was taken during night time. 
The upper part of the profile reveals an abrupt temperature change in the upper few 
millimeters due to the cool skin. The temperature difference across the cool skin in 
the example shown in Fig. 2.3 is 0 0.3 CbT T T= − ≈ − °∆ , where T0  is the SST and 
Tb  is the temperature of the bulk (diurnal mixed layer) water. The temperature gra-
dient below 2 m represents the remnants of the diurnal thermocline formed during 
the previous daylight hours.

The temperature difference across the cool skin depends on the local regime of 
air–sea interaction and thus varies in space and time. Historically, much effort has 
been devoted to the cool-skin parameterization. Saunders (1967b) initially param-
eterized the average temperature difference across the cool skin ∆T  by ascribing 
a constant value to the nondimensional coefficient, λ s = c u T Qpr * / (Pr ).∆ 0  Grassl 
(1976) found that λ s varied with wind speed. The parameter λ  s increased from zero 
for calm weather conditions to approximately five at moderate wind speeds. Kudry-
avtsev and Soloviev (1985) explained this dependence of λ s on wind speed by the 
transition from convection to a wind–wave regime.

The typical temperature difference across the cool skin is from −0.2 to −0.3 °C 
increasing approximately two times under calm weather conditions (Horrocks et al. 
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76 2  Sea Surface Microlayer

2003). Under strong insolation and/or air temperature exceeding water temperature, 
the interfacial layer can become slightly warmer than the underlying water.

Collecting high-quality measurements of the cool skin in the open ocean is still 
a challenge, requiring very specialized techniques. In the oceanographic literature, 
there are only a few reports of direct profile measurements in the cool skin in the 
open ocean (Mammen and von Bosse 1990; Soloviev 1992; Ward and Minnett 
2001). At the same time, infrared measurement techniques have been under inten-
sive development (Saunders 1967b; McAlister and McLeish 1969; Hasse 1971; 
Grassl 1976; Paulson and Simpson 1981; Schlüessel et  al. 1990; Minnett 2003; 
and others). As a result, most of the open-ocean data on the cool skin come from 
infrared SST measurements. A problem of interpretation of the infrared SST mea-
surements is that the longwave radiation reflected from clouds produces strong dis-
turbance of the SST measurement. In order to address this problem, Grassl (1976) 
constructed an infrared radiometer moving the beam between the sea surface and 
a seawater bath, which substantially reduced the error due to the signal reflected 
from clouds. The Tropical Ocean Global-Atmosphere Coupled Ocean-Atmosphere 
Response Experiment (TOGA COARE) exploited an advanced version of Grassl’s 
method: From 30 January to 24 February 1993, measurements were taken from the 
R/V Vickers in the western equatorial Pacific Ocean (156°E, 2°S). The skin tem-
perature measured with this setup was accurate to 0.05 °C.

Fiedler and Bakan (1997) and Minnett et al. (2001) have developed a multichan-
nel infrared interferometer, which does not require a reference seawater bath. This 
approach has provided large high-quality data sets of SST of the ocean.

For calculating the temperature difference across the cool skin from the infrared 
SST measurement, it is also necessary to know the bulk-water temperature below 
the cool skin. Unfortunately, measurements with sensors towed behind or near the 
ship are disturbed by the ship’s wake, which may introduce substantial errors. The 
alternative approach is to derive the bulk-water temperature from a ship’s thermosa-
linograph, which takes in water from 3 to 5 m depth, although, a shallow diurnal or 
rain-formed thermocline may result in a vertical temperature gradient between the 

Fig. 2.3   An “instantaneous” 
vertical profile of tempera-
ture in the upper ocean taken 
under low wind speed condi-
tions. (After Soloviev 1992)
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depth of the thermosalinograph intake and the cool-skin layer. An appropriate tem-
perature correction can be calculated with a diurnal mixed layer model forced with 
the air–sea momentum, heat, and precipitation fluxes, assuming these are available. 
This correction, however, may introduce outliers by itself due to errors of the model 
and atmospheric forcing data.

2.2.3 � Diffusion Sublayer

The near-surface molecular diffusion sublayer is a crucial element in air–sea gas ex-
change. The resistance to air–sea gas transfer is mainly due to the diffusion sublayer 
in water, which is of the order of 50 µm thick (Bolin 1960).

The diffusion sublayer associated with salinity transport has approximately the 
same thickness as the gas diffusion sublayer (Fedorov et al. 1979). Under evapora-
tive conditions, the sea surface salinity is higher than in the bulk of water, while 
during rainy conditions, a freshwater skin of the ocean is formed (Schluessel et al. 
1997).

There are no direct observations of the diffusion molecular sublayer in the open 
ocean because of the complexity of the microscale measurements near the moving 
air–sea interface. Some parameters of the aqueous diffusion sublayer can be evalu-
ated from data on the gas-transfer velocity because practically all gas concentration 
difference is in the ocean rather than the atmospheric diffusion sublayer. In particu-
lar, the thickness of the diffusion sublayer is defined as follows:

0/C Gµδ µ= ∆
�

(2.4)

where µ is the kinematic molecular diffusion coefficient of gas, G0
 is the flux of 

property C at the air–sea interface, ∆C C Cw= − 0 is the ensemble averaged air–sea 
gas concentration difference in property C across the diffusion sublayer, and C0

 
and Cb

 are the averaged concentrations of property C at the water surface and in 
the bulk (mixed layer) water, respectively. Taking into account (1.50), we obtain the 
following relationship connecting the gas exchange coefficient and the thickness of 
the diffusion sublayer:

/ .Kµ µδ µ=
�

(2.5)

2.2.4 � Sea Surface Microlayer Ecosystem

The sea surface is a highly productive, metabolically active interface (Hardy et al. 
1997). Due to extreme conditions at the air–sea interface, the sea surface is believed 
to be the place where life on the Planet originated (a competing theory is that of 
extraterrestrial origin for life on the Earth).
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78 2  Sea Surface Microlayer

Phytoplankton in the water column produces an abundance of particulate and 
dissolved organic material, some of which is transported to the surface either pas-
sively by buoyancy or actively by upwelling, turbulence, and bubble transport. The 
natural and anthropogenic compounds deposited from the atmosphere often accu-
mulate on the ocean surface in relatively high concentrations compared to those 
in the water column. The abundance of organic matter at the sea surface provides 
a substrate for the growth of the surface-dwelling organisms, the marine neuston, 
which inhabits the sea surface microlayer (Zaitsev 1997).

Neuston realm is a vast habitat. The distinctive physical and chemical charac-
teristics of the sea surface can explain a highly diverse and abundant assemblage 
of species in the microlayer. Organisms from most major divisions of the plant 
and animal kingdoms either live or reproduce or feed in the surface layers (Zaitsev 
1971). Many of these species are of commercial and ecological importance. The mi-
croneuston, which may be involved in biogeochemical cycling, and neustonic eggs 
and larvae of commercially important fish and shellfish, are of particular interest.

Figure 2.4 shows Hardy’s (1982) conceptual model of the sea surface microlayer 
ecosystem. Permanent inhabitants of the surface layer often reach much higher den-
sities than similar organisms found in subsurface waters. The communities of bac-
teria, phytoplankton, and zooplankton present within this neuston layer are named 
the bacterioneuston, phytoneuston, and zooneuston, respectively.

There are also numerous temporary inhabitants of the neuston. These are par-
ticularly the eggs and larvae of a great number of fish and invertebrate species. The 
latter utilize the surface during a portion of their embryonic and larval development. 
Some neuston can remain in the microlayer until turbulence created by breaking 
waves at winds exceeding 10–15 m s−1 disperses them (Zaitsev 1971).

An alternative conceptual model of the sea surface microlayer is schematically 
shown in Fig. 2.5. In this model, the sea surface microlayer is a gelatinous biofilm, 
which is formed by transparent exopolymer particles (TEPs). This model is based 
on the Wurl and Holmes (2008) experimental result suggesting that some TEPs float 
up to the surface microlayer, forming a gelatinous film. TEPs are a result of the co-
agulation of biogenic polysaccharides, particularly those produced by phytoplank-
ton. TEPs are critical in the formation of marine aggregates, acting as the binding 
matrix or “glue” that holds the aggregate together (Verdugo et al. 2004).

TEPs are also readily colonized by microorganisms, including surfactant-pro-
ducing bacterium. The presence of surfactants may have important impact on dy-
namics of the sea surface (see Sect. 2.3).

2.2.5 � Surfactants and Surface Films

Following Liss and Duce (1997), here we use the following terminology: A film 
refers to surfactant-influenced surface and a slick refers to a visibly surfactant-in-
fluenced surface.
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Sea surface films are derived from multiple, sea- and land-based sources, includ-
ing bulk seawater dissolved organic matter, terrestrial sources (natural and anthro-
pogenic), and petroleum seeps and spills (Liss et al. 1997). Surface films dissipate 
due to loss of material at the surface, including microbial degradation, chemical and 
photochemical processes, and loss due to absorption and adsorption onto particu-
lates.

Under favorable physical conditions, the concentration of dissolved organic mat-
ter is sufficient to produce surface enrichments of organic matter even in oligotro-
phic waters, where biological productivity is low. Lifecycles of neuston organisms 
and phytoplankton blooms also lead to the production of the surface-active sub-
stances.

The source contribution primarily controls the chemical composition of surface 
films. A variety of biological, chemical, and physical processes may, nevertheless, 
change composition, concentration, and spatial structure of the surface films and 
thus modify physical properties of the air–sea interface. Turbulence and diffusion, 

Fig. 2.4   Conceptual model 
of the sea surface microlayer 
ecosystem. M/W = typical 
microlayer to water con-
centration ratios based on a 
number of studies. (Repro-
duced from Hardy (1982) by 
permission of Elsevier)
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scavenging, and transport by bubbles and buoyant particles effectively spread sur-
factants over broad areas of the ocean surface. At the same time, flow convergences 
associated with organized structures, upwelling events, and internal waves have 
tendency to localize surface-active materials on various spatial scales, ranging from 
a few meters to kilometers (Bock and Frew 1993; Liss and Duce 1997).

Sampling of the sea surface microlayer is a challenge. A number of methods have 
been developed for surface microlayer sampling, including mesh screens (Garrett 
1965), glass plates (Harvey and Burzell 1972), and membranes (Kjelleberg et al. 
1979). All of these sampling methods, however, result in some degree of contami-
nation, from either the research vessel or underlying water column.

Franklin et al. (2005) implemented DNA analysis of the sea surface microlayer. 
For this purpose, they used the 47-mm diameter, 2-µm pore polycarbonate mem-
brane. The membrane was placed on the sea surface and attached to the surface 
by surface tension forces. Water samples were also collected from below the sur-
face. Using this method, Franklin et al. (2005) showed that the bacterioneuston was 
distinctly different compared with subsurface water 0.4 m below the surface. The 
weakness of this method is that it is difficult to avoid distortions of the sea surface 
microlayer from the boat due to proximity of the sampling area to the boat hull.

Kurata (2012) and Kurata et al. (2013) improved this method by attaching the poly-
carbonate membrane filter to a fishing line and by using the fishing rod to deploy this 
filter away from the boat wake and then bringing it to the boat. They also used an ad-
vanced DNA analysis, which was able to identify surfactant-producing bacteria as well 

Fig. 2.5   Conceptual model of the sea surface microlayer based on the Wurl and Holmes (2008) 
study. The formation of transparent exopolymer particles (TEPs) in the near-surface layer of the 
ocean is a pervasive process, which is also a significant component of the global carbon cycle. 
Some TEPs float up to the surface microlayer, forming a gelatinous film. TEPs are readily colo-
nized by microbial cells. (Reproduced from Cunliffe et al. (2009) by permission of John Wiley & 
Sons Ltd)
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as possible bacterial contamination during samples handling and laboratory analysis. 
The results of a pilot experiment in the Straits of Florida are shown in Fig. 2.6. Note 
significant diversity of surfactant-associated bacteria in the subsurface layer below the 
slick, which suggests that surfactants were produced by bacteria in the water column 
and transported to the surface by diffusion, air bubbles, or organized circulations. This 
slick was visible on the high-resolution synthetic aperture radar (SAR) satellite im-
age taken during in situ measurements (Fig. 2.7). This case study reported by Kurata 
(2012) and Kurata et al. (2013) suggests that the DNA analysis of the near-surface 
organisms opens an opportunity to pinpoint exactly which organisms, and in what 
environmental conditions, are responsible for generation of surface active materials.

2.3 � Physics of Aqueous Molecular Sublayers

The surface microlayer is subject to disturbances from near-surface turbulence 
(wave breaking, shear, convection, rising bubbles, spray hitting the sea surface, 
raindrops, etc.). Breaking waves that entrain air and thereby produce whitecaps are 

Fig. 2.6   Relative abundance of potential surfactant-associated genera in the sea surface micro-
layer (SML) and subsurface water (SSW). Sampling in slick and non-slick areas are shown on 
the synthetic aperture radar (SAR) image in Fig. 2.7. (After Kurata 2012 and Kurata et al. 2013)
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the most intense and obvious manifestation of the turbulent disturbance. Waves may 
also break without entraining air and producing whitecapping. This phenomenon is 
associated with the free-surface boundary condition and is called microscale wave 
breaking (Banner and Phillips 1974) or rollers (Csanady 1990). Capillarity effects 
and the presence of surface-active materials significantly complicate physics of the 
free surface.

2.3.1 � Convective and Shear Instability

Convection and wind-induced shear are important factors in the physics of aqueous 
molecular sublayers. The molecular sublayers are not stationary and continuous but 
intermittent in time and space. The boundary-layer processes in the near-surface 
layer of the ocean are altered by the presence of the free surface (see Chap. 3).

Surface cooling and/or salinity increase due to evaporation initiate convection in 
the upper layer of the ocean. Convection as a type of hydrodynamic process has a ten-
dency to self-organization and therefore exhibits features of organization (Sect. 5.7). 
The absorption of solar radiation or rainfall inhibits the convective instability.

Fig. 2.7   The RADARSAT-2 polarimetric image taken during the pilot experiment in the Straits of 
Florida on July 10, 2010 to study sea surface microlayer (see Fig. 2.6).Marked are the location of 
the bacterioneuston in situ sample areas within and out of slicks. (After Kurata et al. 2013)
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With no solar radiation and precipitation effects, convective instability of a ther-
mal molecular sublayer occurs at low wind speeds. Under moderate and high wind 
speeds, the molecular sublayers are controlled by the wind stress and surface waves.

Laboratory experimentation involving visualization techniques helps to under-
stand the physics of molecular sublayers. Figure 2.8a shows infrared images of the 
water surface under convective conditions. The mean temperature is subtracted in 
the images. White represents temperatures above the mean, and black represents 
temperatures below the mean. The full range of shades corresponds to 2oC. The 
spatial and temporal structures observed in the surface temperature field are ob-
viously linked to the near-surface turbulence. The thin cool sheets (black on in-
frared images) are the convergences, while the wide areas of warm water (white) 
are divergences. These processes are indicative of surface renewal events. Note a 
pronounced change in the surface structures from light winds to moderate winds 
(Fig. 2.8b).

In a laboratory experiment, Syalor et al. (2002) studied the cross-correlation be-
tween surface temperature and the vertical component of subsurface velocity in the 
regime of free convection and found practically zero time lag between the surface 
and subsurface events. In the Syalor et al. (2002) experiment, the event occurring 
at the surface would require a delay on the order of 20 s to reach 2 cm depth via 
turbulent transport. Spangenberg and Rowland (1961), Katsaros et al. (1977), and 
Volino and Smith (1999) previously reported falling sheet structures during evapo-
rative convection penetrating to several centimeters depth and migrating significant 
horizontal distances across the surface before disappearing. As structures pass over 
the measurement location, a sudden change in velocity and temperature resembling 
bursting event should almost simultaneously be observed at the surface and at 2 cm.

Observations in the open ocean appear to be consistent with the idea of periodic 
water renewal in near-surface molecular sublayers. Figure 2.9a shows a temperature 
profile in the upper 10 m obtained with a free-rising profiler under conditions of 
nighttime convective cooling and low wind speed. The upper part of the tempera-

Fig. 2.8   Infrared images of the surface taken in the RSMAS air-sea interaction tank for: a light 
and b moderate winds with an imposed air-water temperature difference of 10°C.The water is 
warmer than the air and light areas are warmer water. (Courtesy of Mark Donelan)
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ture profile marked by a rectangle in Fig. 2.9a is shown in more detail in Fig. 2.9b. 
The simultaneous conductivity profile is also shown. The upper 2 mm of the con-
ductivity profile is removed because of the disturbance to the conductivity measure-
ment in the vicinity of the air–water interface.

In the upper few centimeters, the temperature (and conductivity) profile is char-
acterized by inversion, which is presumably caused by convection. According to 
Katsaros et al. (1977), the temperature inversions in the upper few centimeters can 
be due to the passage of discrete convective elements (thermals). Figure 2.9c shows 
a temperature profile obtained near the water surface in a laboratory experiment 
conducted by Ginzburg et al. (1977) in the free convection regime.

The conductivity sensor in this experiment had a higher spatial resolution (bet-
ter than 1 mm in vertical direction) than the temperature sensor and therefore re-
vealed more detail (Fig. 2.9b). According to estimates by Soloviev and Vershinsky 
(1982), in the nighttime convective mixing regime (no precipitation or insolation), 
the conductivity profiles in the near-surface layer of the ocean mainly depend on 
the temperature rather than salinity variations. Frictional scales of the turbulent tem-
perature and salinity fluctuations are

                          and� (2.6)

respectively, where S0 is the average surface salinity, L is the latent heat of vaporiza-
tion, QE is the latent heat flux, cp  is the specific heat capacity of water, and κ is the 
von Karman constant.

0
*

*p

Q
T

c uρκ
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Fig. 2.9   a, b Vertical structure of the near-surface layer of the ocean from measurements with 
a free-rising profiler in the equatorial Atlantic made at night (02:57 LT) under conditions of low 
wind speed ( U10= 3 m s-1) and intense cooling of the ocean surface ( Q0= 170 W m-2) in comparison 
c with the data from laboratory experiment of Ginzburg et al. (1977). T temperature, C conducti-
vity of seawater. (Reproduced from Soloviev and Vershinsky (1982) by permission of Elsevier)

 

rkelvin@hawaii.edu



852.3 � Physics of Aqueous Molecular Sublayers�

For inhomogeneities exceeding the Kolmogorov internal length scale of turbu-
lence (2.1), the ratio of the temperature and salinity scales expressed in terms of the 
equivalent conductivity changes is as follows:

0*

* 0

25,T T T

S S S p E

LQC T

C S c S Q

γ γ
γ γ

∆
= = ≈

∆
� (2.7)

where ,( / )T S pC Tγ = ∂ ∂  and ,( / ) .S T pC Sγ = ∂ ∂  The estimates of the Kolmogorov 
length scale for temperature (2.2) and salinity (2.3) are hT ≈ 0 7.   mm and hD ≈
0.07 mm, respectively. These estimates are made for the conditions of experiments 
reported by Soloviev and Vershinsky (1982) under an assumption that the turbu-
lence is driven by convective instability. Since the shear and surface wave insta-
bility can only add to the turbulence dissipation level, these are the upper bound 
estimates of Tη  and Dη . According to (2.7), the contribution of temperature to the 
conductivity changes during nighttime convection well exceeds that of salinity. The 
high-resolution conductivity profiles can therefore be interpreted in terms of tem-
perature.

Figure 2.10 shows a series of conductivity profiles in the depth range from 2 mm 
to 20 cm obtained during nighttime. The time interval between successive profiler 
was from 5 to 9 min; the ship drifted for tens of meters.

For the conditions of this experiment, an estimate for the flux Rayleigh number 
defined according to Foster (1971) is 4 2 12

0 / ( ) 10 ,f T TRa gQ hα κ ν= ≈  where h is the 
mixed layer depth (equal to 50 m in this estimate). Free convection at very large 
Rayleigh numbers is intermittent in space and time (Turner 1973). Howard (1966) 
formulated a phenomenological theory of the convection at large Rayleigh numbers 
that represented turbulent convection as the following cyclic process: The thermal 
boundary-layer forms by diffusion, grows until it is thick enough to develop con-
vective instability, and is destroyed by convection, which in turn dies down once the 
boundary layer is destroyed. Then the cycle begins again.

The convective period at the ocean surface is of the order of tens of seconds only; 
the horizontal length scale of the convective cells is about 1 cm (Foster 1971). The 
vertical profiles shown in Fig. 2.10 are consistent with Howard’s theory in general. 
Since the profiling time interval greatly exceeded the intermittency period of the 
convection, in interpreting the results shown in Fig. 2.10 it is necessary to assume 
that there is no correlation between any two successive temperature profiles in this 
series of measurements. Following Howard’s (1966) phenomenology, the profiles 
obtained at 02:51, 02:57, 03:18, 03:27, and 00:34 LST can be interpreted as the stage 
of destruction of the cold surface sublayer by a discrete convective element (ther-
mal). The profiles obtained at 03:04, 03:09, 03:43, and 03:51 LST can be related to 
the stage of dissipation of the thermal and beginning of the next cycle by the forma-
tion of the unstably stratified thermal sublayer due to the molecular heat diffusion.

The observations shown in Figs. 2.9 and 2.10 provide an insight into the renewal 
process near the surface in convectively unstable conditions. In particular, the data 
are consistent with the concept of intermittent convection in the near-surface layer, 
which has found its application for the modeling of the aqueous molecular sublayers.
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2.3.2 � Microscale Wave Breaking

Microscale wave breaking has been the subject of several theoretical, laboratory, 
and modeling studies. Laboratory wind–wave studies of Okuda (1982) and Ebuchi 
et al. (1987) revealed a high-vorticity region near the crests of gravity waves with 
capillary ripples generated ahead of the crests. Longuet-Higgins (1992) identified 
the origin of vorticity within this surface roller as accompanying parasitic capillar-
ies, which themselves generate fluid rotation (i.e., vorticity) via the surface tension 
effect (Yeh 1992). Rollers (Longuet-Higgins 1992), breaking wavelets (Csanady 
1990), steep wind waves accompanied by a high-vorticity layer near the crest (Oku-
da 1982), and microscale breaking (Banner and Phillips 1974) appear to be descrip-
tions of the same phenomena.

Microscale breaking waves are typically 0.1–1 m in length and a few centimeters 
in amplitude. The schematic diagram and the photo from a laboratory experiment 
shown in Fig. 2.11 illustrate the typical features of microscale wave breaking. Note 
the bore-like structure at the crest accompanied by parasitic capillary waves dis-
tributed along the forward face. Microscale wave breaking is far more widespread 
than whitecapping. The absence of air entrainment makes the microscale breaking 
difficult to identify visually. The microscale wave breaking, however, produces the 
convergence of flow that leads to intense renewal of surface water. The process of 
surface renewal substantially determines properties of the aqueous molecular sub-
layers under moderate wind-speed conditions (Csanady 1990).

Fig. 2.10   Vertical profiles of conductivity observed during night under convectively unstable 
conditions near the surface according to measurements in the equatorial Atlantic. The time of 
observation is marked (LST) under each profile. Wind speed U10 = 3 m s−1, net surface heat flux 
Q0 = 170 W m 2. The scale of conductivity is shown in the equivalent temperature units under the 
assumption of constant salinity. (Reproduced from Soloviev and Vershinsky (1982) by permission 
of Elsevier)
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2.3.3 � Wave Breaking and Whitecapping

The widespread occurrence of microscale wave breaking suggests that its cumula-
tive effect on the fluxes of heat and gas across the air–sea interface is significant 
(Csanady 1990; Banner and Peregrine 1993; Soloviev and Schlüssel 1994;  Melville 
1996). The aqueous molecular sublayers at the air–sea interface are associated with 
the action of the tangential wind stress on the sea surface. The tangential component 
represents only a part of the total wind stress that is transferred from the atmosphere 
to the ocean. Under high wind speeds, a significant portion of the momentum is 
transferred to surface waves. Surface waves periodically break destroying the aque-
ous viscous sublayer as well as the thermal and diffusion sublayers. The molecular 
sublayers regenerate between wave-breaking events.

The ratio of the tangential wind stress 
tτ  controlling the aqueous viscous sub-

layer to the total air–sea momentum flux 
0τ  is as follows (Soloviev and Schlüssel 

1996):
1

0 (1 / ) ,t crKe Keτ τ −= +� (2.8)

where

Ke u g= * / ( )3 n� (2.9)

is the Keulegan number, which is a fundamental parameter in the dynamics of free 
interfaces (Csanady 1990). At low Keulegan numbers, Ke Kecr<<  interfacial insta-
bilities are suppressed by molecular viscosity.

Formula (2.8) reflects the transformation of a substantial part of the surface 
wind stress to form drag and whitecapping at high wind speeds. Figure 2.12 illus-

Fig. 2.11   The characteristic 
feature of a microscale break-
ing wave is the bore-like crest 
with parasitic capillary waves 
riding along the forward 
face. U wind speed, Cb crest 
speed of the breaking wavelet 
(After Longuet-Higgins 
1992). Bottom: photograph 
of a breaking wavelet with 
a wavelength of roughly 
0.1 m (adapted from Jessup 
et al. 1997). (Reproduced 
by permission of American 
Geophysical Union)
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trates this dependence for Kecr  = 0.18 in comparison with the data from the Banner 
and Peirson (1998) laboratory experiment. The theoretical curve is in reasonably 
good agreement with the experimental data taking into account that the estimate, 
Kecr = 0.18, had been independently derived by Soloviev and Schlüssel (1994) from 
the wind-speed conditions for which energy-containing surface waves first start 
breaking.

2.3.4 � Capillary Wave Effects

The presence of capillary waves on the sea surface is a characteristic feature of 
air–sea interaction. In particular, parasitic capillaries accompany microscale wave 
breaking, which is one of the principle mechanisms controlling the molecular sub-
layers, as discussed in the previous section. The overall knowledge about the role 
of capillary waves in air–sea molecular sublayers and exchanges is still far from 
satisfactory.

Csanady’s (1990) theoretical analysis suggests that the capillary waves by them-
selves do not contribute substantially to the convergence in the aqueous molecular 
sublayer. For the molecular sublayers, the surface within capillary waves still ap-
pears to be smooth from the waterside, unless there is substantial divergence occur-

Fig. 2.12   Transformation of the surface wind stress to form drag and whitecapping for high wind 
speeds. The line is equation (2.8); the circles represent the experiment of Banner and Peirson 
(1998). (After Soloviev and Schlüssel 1996)
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ring in parts of the wavelets, for instance, as described by the rollers on top of short 
gravity waves.

Wu (1996) refers to laboratory measurements reporting a rapid increase in the 
gas-transfer velocity coinciding with the onset of capillary waves on the water sur-
face (Kanwisher 1963; Broecker et al. 1978). After a critical discussion of the labo-
ratory findings, Wu (1996) proposed the idea of a sudden change of the gas-transfer 
velocity due to the direct influence of the steep capillary waves on the aqueous 
molecular sublayer.

Soloviev and Schlüssel (1998) proposed an alternate explanation of the Wu 
(1996) results: The change of surface roughness due to capillary waves could direct-
ly influence the flow on the airside of the interface, thus modifying the wind stress. 
The sudden change could be merely a reaction to enhanced roughness modifying 
the wind field rather than a direct impact of the ripples on the aqueous molecular 
sublayer. The change of roughness could result in a sudden increase in the friction 
velocity and hence in the intensification of the air–water gas exchange. Another 
interpretation of the Wu (1996) results points to the connection between microscale 
wave breaking (rollers) and the parasitic capillaries (Soloviev and Schlüssel 1998). 
The rollers, if present in the Wu (1996) experiment, would result in a significant 
effect on the air–sea exchange. In any case, this is a rather indirect influence of 
capillary waves on the diffusion sublayer.

There is nevertheless evidence of a direct impact of the capillary waves on air–
sea exchange. Saylor and Handler (1997) experimented in a small laboratory tank 
with capillary waves from 2.62 to 3.62 mm wavelength (which corresponds to 400 
to 200 Hz frequencies) and found an almost two orders of magnitude increase in the 
interfacial gas transport rate as the wave slope was increased from 0 to 0.2 mm−1. 
In this work, small vertical vibration of the tank generated capillary waves via the 
Faraday instability. The Saylor and Handler (1997) experiment provides remark-
able evidence that capillary waves can greatly increase fluxes across the air–water 
interface. Applicability of these results to the real ocean, however, is not completely 
clear since the Faraday waves differ from the parasitic capillaries observed in a 
wind/wave tank or on the open-ocean surface. In natural conditions, the capillary 
waves of these frequencies (from 200 to 400 Hz) dissipate quickly and may only 
cover a very small percentage of the sea surface, while in the tank waves excited via 
the Faraday instability completely covered the water surface.

As seen on the ocean surface, capillary waves indeed appear suddenly when 
the wind speed exceeds some threshold level. The wind speed has not only a mean 
but also a variance that makes the sea surface patchy with respect to the cover-
age with capillary waves (the so-called “cats paws”). As the wind speed increases, 
the area covered by ripples gradually increases so that the surface averaged over a 
larger area should demonstrate a smooth transition from no capillary waves to full 
coverage without an obvious “jump.” This is relevant to the mean gas transfer (i.e., 
averaged over some space and time intervals). The sudden increase should only be 
observed on a small scale that might be relevant to fluctuations but not to the mean 
exchange.
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The sudden increase in gas transfer has been observed mainly (if not exclusively) 
in laboratory studies (see, for instance, Fedorov and Ginzburg 1988). The natural 
variance of the wind speed, and the implied variance of the surface patches covered 
with capillaries, does not occur in the laboratory airflow. This is an important dif-
ference between the tank airflow and the open-ocean wind pattern; it is basically 
because timescales of wind velocity fluctuations in the laboratory and in the field 
conditions are very different (Soloviev and Schlüssel 1998).

Finally, as summarized by Cox (2001), several processes may be at work:

1.	  Convergence/divergence of orbital motions in waves disturbs the boundary 
layer at the interface where fluxes are controlled by molecular diffusion.

2.	  The decay of capillary wave trains accompanying rollers delivers horizontal 
momentum to the water in patches corresponding to the locations of the wave 
trains. This patchy driving force can induce turbulent motions of a size corre-
sponding to the length of the wave train.

3.	  Short gravity waves and capillaries dramatically increase the momentum trans-
ferred to the ocean via increased sea surface roughness, thus enhancing near-sur-
face mixing.

4.	 In addition, the properties of capillary waves depend considerably on the pre-
sence of surfactants and surface films.

2.3.5 � Chemical and Photochemical Reactions in the Sea Surface 
Microlayer

Complex chemical, photochemical, and biological metamorphoses take place in the 
ocean microlayer. Photochemical and chemical reactions rapidly developing within 
the microlayer could produce a variety of feedbacks to the biological and physical 
processes (Plane et al. 1997). For example, elevated levels of highly reactive inter-
mediate products produced in the microlayer could represent a ‘reaction barrier’ 
to the transport of gases and some chemicals across the air–sea interface. Certain 
photochemical reactions destroy or produce surfactants modifying surface films; al-
tered surface waves from the gravity-capillary band then affect gas exchange rates. 
Many other reactions occur within the microlayer, in particular those increasing 
or reducing the surface concentrations of certain gases relative to their bulk-water 
concentrations, as well as those influencing the types and the distributions of micro-
layer materials ejected to the atmosphere during bubble bursts and delivered to the 
deep ocean by coalescent particles.

2.3.6 � Natural and Anthropogenic Influences

In this book, we mainly focus on the physics of aqueous molecular sublayers. The 
physics, chemistry, and biology of the sea surface, nevertheless, are closely related. 
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For example, phytoplankton in the water column produces particulate organic mat-
ter and a variety of biogenic chemicals and gases, which then rise to the surface 
where they enter the microlayer (Hardy et al. 1997). This organic matter modifies 
surface films, which affects the gravity-capillary waves and, thus, the air–sea gas 
exchange on the global scale.

Increasing pollution of the ocean threatens marine neuston and represents one 
of the significant factors accelerating global ecological changes. Anthropogenic en-
richment of the sea surface impacts natural biochemical processes in the ocean mi-
crolayer affecting the air–sea CO2 exchange with possible consequences for global 
climate (Hardy et al 1997).

On the other hand, iron (the element which limits primary biological productiv-
ity) is supplied to the ocean via the surface microlayer. The increase in productivity 
due to an increased iron supply stimulates the ocean’s “biological pump” increasing 
the CO2 uptake by the ocean and potentially reducing the global warming (Wu et al. 
2003).

The mechanical influence of disturbances produced by the swimming motion of 
small zooneuston organisms perhaps may also contribute to the microlayer structure 
at some level (Gladyshev 1997). Flying fish, birds, and ships disturb the microlayer 
significantly, though only locally.

2.3.7 � Effects of Surface Films

Surface films are an important part of the sea surface microlayer. Air–sea exchanges 
depend on film properties, especially under low wind-speed conditions. Laboratory 
and field measurements show that the surface tension can be reduced by up to 60 % 
due to surface films (Hühnerfuss et al. 1987). The presence of surface films on the 
ocean is one of the factors leading to uncertainty in the existing air–sea exchange 
parameterizations.

The effects of surface films are dependent on the type and concentration of 
surface-active materials (surfactants) and wind–wave regime. Breaking waves and 
near-surface flow convergences substantially erode the surface films above wind 
speeds of 5–6 m s−1. Surface films are also fragmented by rain, although there are 
observations suggesting that even in the case of intense rain the surface films are not 
completely removed (Baier et al. 1974).

The effect of surfactants on the properties of the sea surface has been studied 
in relation to air–sea fluxes (Frew 1997; Asher et al. 2005) and SAR imagery of 
the ocean surface (Chap. 7). The presence of surface films on the ocean is one of 
the factors leading to uncertainty in the existing air–sea exchange parameteriza-
tions under low wind-speed conditions. Surface films can affect air–sea exchanges 
through static and dynamic mechanisms (Liss 1983). The static mechanism results 
from the physical barrier provided by the film; it requires the presence of organized 
(condensed, solid) surfactant films that can easily be reproduced in the laboratory 
but hardly survive typical oceanic conditions of wind and waves. The films with 
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high surface concentrations of organic material occupy only a small fraction of the 
global ocean surface. The dominant point of view among ocean chemists is that the 
organic matter concentrations are quite low in the open ocean. The static mecha-
nism thereby is not of primary importance for typical open-ocean conditions (Liss 
and Duce 1997). The dynamic mechanism is more important in the ocean, because 
it can be effective even with relatively low surfactant concentrations.

The dynamic mechanism relates to the viscoelastic properties of surface films 
(Frew 1997). Nonzero viscoelasticity modifies the surface boundary conditions, 
which affects hydrodynamic processes at the air–sea interface. Figure 2.13 shows 
infrared images of clean and surfactant-covered water surfaces obtained in convec-
tively unstable conditions. The spatial scale of the convective structures dramati-
cally changes when surfactant is present on the water surface compared to a clean 
surface. The surfactant film inhibits very fine structures and emphasizes larger scale 
motions, some of which can be vortical. Damping effect of surfactants on the grav-
ity-capillary waves (Fig. 2.14) is the result of the dilatational viscoelasticity of the 
monomolecular surface film.

The temperature dependence of surface tension leads to circulations driven 
by horizontal temperature gradients, referred to as the Maragoni effect (Katsaros 
1980). Horizontal temperature gradients are produced by adjacent but phase-lagged 
surface renewals. Calculations of the Maragoni effect for typical temperature gra-
dients produced by the surface renewals show that under low wind-speed condi-
tions the renewal time would be reduced by orders of magnitude in the case of 
totally film-free water surfaces. This is not observed in the ocean because under 
natural conditions the sea surface is always covered by surface-active agents that 
diminish the temperature dependence of the surface tension to negligible values. 

Fig. 2.13   Infrared images of sea temperature under convective conditions for clean (left subplot) 
and surfactant covered (right subplot) surface for a heat flux of 407 W m−2. The mean tempera-
ture is subtracted in the images so that white represents temperatures above the mean and black 
represents temperatures below the mean. The dynamic range of the image is approximately 1 K. 
(Reused with permission from Flack et al. 2001 AIP)
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Although rain fragments surface films, as already mentioned, there are observations 
suggesting that even in the case of intense rain the surface films are not completely 
removed (Baier et al. 1974).

Remarkably, the laboratory result shown in Fig. 2.15 suggests that the presence 
of surfactant increases the surface drift velocity by approximately 25 %. This is 
equivalent to the reduction of the drag coefficient from the waterside by 36 %. The 
reduction is even stronger when taking into account that the momentum transmit-
ted from the air to the water surface is reduced in the presence of surfactant due to 
reduced surface roughness from the airside of the interface.

In order to understand the nature of the effect of surfactants on the drag coef-
ficient from the waterside and increase in the surface drift velocity, Soloviev et al. 
(2011) measured the horizontal structure of the velocity field at a 2-cm depth using 
DIGITAL PARTICLE IMAGE VELOCIMETRY (DPIV). They observed “streak-
like” features oriented in the along-tank direction. The streak-like features practical-
ly disappeared after the addition of surfactant and the corresponding variance of the 
horizontal velocity gradient reduced by almost a factor of 2 for both velocity com-
ponents. Streak-like features have previously been reported from experiments and 
numerical simulations near the rigid wall (Lesieur 2008) and below the free surface 
(Dhanak and Si 1999; Tsai 2001). Streaks of low and high longitudinal velocity rela-
tive to the local mean velocity profile are a generic feature of the turbulent boundary 

Fig. 2.14   Wind wave spectra of clean water surface (red) and in the presence of oleyl alcohol sur-
face film (green)—measurements in ASIST facility of UM RSMAS. The 95 % confidence interval 
is shown by the dash-dot lines. The wind speed recalculated to a 10 m height was approximately 
U10 = 7 m/s. The dotted line represented the curve (ordinate on the right-hand side) for Marangoni 
wave theory for oleyl alcohol (eqs. 1–4 in Hühnerfuss 1987). After Soloviev et al. (2011) by per-
mission of Kyoto University Press
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layer near a ridged wall. These streaks are a type of coherent structures developing 
in the buffer layer between the viscous sublayer and the area of developed turbu-
lence. Such streaks are observed between approximately 5z+ =  and 40 50,z+ = −   
where 

*/ ( / ), zz z u+ = n  is the distance to the surface, n  is the kinematic viscosity, 
and u*

 is the friction velocity. The streaks near the ridged wall are of spanwise size 
of about 100 z+ and of average length of 500 z+  (Lesieur 2008).

Matt et al. (2011) reproduced the streak-like features reported in the laboratory 
experiment by Soloviev et al. (2011) using a computational fluid dynamcis (CFD) 
model. In the numeric model, viscoelastic surface boundary conditions were for-
mulated as follows:

�
(2.8)

� (2.9)

The last two terms on the right side of (2.8) and (2.9) represent the dependence 
of surface tension sw

 on the surface concentration of surfactant ( C) and on tem-
perature ( T). The model results revealed “streak-like” features in the velocity field 
(Fig. 2.16a). However, noticeable suppression of streaks occurred when the visco-
elastic boundary conditions were activated (Fig. 2.16b).

Near rigid walls, the near-surface velocity streaks are subject to the Tollmien–
Schlichting (TS) type instability leading to the development of ‘hairpin vortices’ 
and ejection of fluid from the viscous sublayer (Kim et al. 1987). A similar instabil-

0 / / / / ,x w wC C x T T xτ τ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂= + +s s

/ / / / ,y w wC C y T T yτ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂= +s s

Fig. 2.15   Averaged velocity profiles from DPIV (along tank component) from experiments in 
ASIST: a Experiment 1, and b Experiment 2. We used oleic acid in Experiment 1 and oleyl alcohol 
in Experiment 2. (After Soloviev et al. (2011) by permission of Kyoto University Press)
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ity, though possibly not exactly of the same type as that near the rigid wall, can also 
develop near a flexible wall (Benjamin 1960, 1963) or a free surface (Caulleiz et al. 
2008). In Chap. 5, we link this type of instability (resulting in fluid ejection from the 
near-surface layer) to ‘ramp-like structures’, which are an observable feature in tur-
bulent boundary layers in the atmosphere (Antonia et al. 1979) and ocean (Thorpe 
1985; Soloviev 1990). This type of coherent structure is responsible for about 40 % 
of the momentum transport across the boundary layer (Antonia et al. 1979).

Figure 2.17 shows average current velocity profiles from the numerical simula-
tion of the Soloviev et al. (2011) laboratory experiment. The increase in the surface 
drift velocity observed in the presence of surfactants in the upper few centimeters 
of the water layer in the laboratory experiment (Fig. 2.15) is also seen in the nu-
merical results (Fig. 2.17). This is a result of the suppression of turbulent velocity 
fluctuations and coherent structures due to the dilatational viscoelasticity of the 
monomolecular surface film, which is schematically illustrated in Fig. 2.18. The 
concentration of the surfactant in convergence zones reduces surface tension, while 
the dilution of the surfactant in divergence zones decreases surface tension. As a 
result, forces opposing fluid motion develop at the water surface and suppress co-
herent (as well as random) velocity fluctuations in the near-surface layer of water. A 
consequence of streak and turbulence suppression below the surface is the reduction 
of the drag coefficient from the waterside of the air–water interface, which explains 
the effect of surface drift velocity increase observed in the presence of surfactants.

Phongikaroon et al. (2004) demonstrated in a laboratory experiment that surfac-
tants can modify SST by affecting dynamics of the millimeter thick aqueous ther-
mal molecular sublayer (cool skin). The numerical simulations by Soloviev et al. 
(2012) demonstrate an effect on the temperature difference across the aqueous ther-
mal molecular sublayer in the presence of surfactants during nighttime (Fig. 2.19) 
and daytime (Fig. 2.20). Note that under strong solar irradiance, “cool skin” turns 
into a “warm skin.”

Fig. 2.16   Top view of along tank velocity without a and with b elastic boundary condition simula-
ting surfactant effect. (After Matt et al. (2011) by permission of Kyoto University Press)
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During nighttime (Fig.  2.19), the temperature difference across the cool skin 
increased approximately by a factor of 2 in the presence of surfactant. During day-
time, under conditions of strong solar radiation and light winds (Fig.  2.18), the 
presence of surfactants resulted in an increase in the temperature difference across 
the warm skin by approximately 25 %.

Fig. 2.17   Along tank velocity (u) referenced to z = −0.06 m (CFD model). (left) Large eddy simu-
lation wall-adaptive local eddy viscosity model (LES-WALE), (right) detached eddy simulation 
(DES) model with realizable k-ε. Note increase of the surface drift velocity in the presence of 
surfactant. (After Soloviev et al. (2011) by permission of Kyoto University Press)

 

Fig. 2.18   Schematic representation of the effect of surfactants on near-surface circulation. (After 
Soloviev et al. (2011) by permission of Kyoto University Press)
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Fig. 2.19   Effect of surfactants on SST during nighttime calculated with CFD model at U10 = 
4 ms−1. Due to effect of surfactants, temperature difference across the cool skin ∆T changed from 
−0.15 K to −0.3 K. (After Soloviev et al. 2012)

 

Fig. 2.20   Effect of surfactants on SST during daytime calculated with CFD Model at U10= 1 ms−1, 
IR(0) = 1200 Wm−2. Under strong solar irradiance, “cool skin” turns into a “warm skin”. (After 
Soloviev et al. 2012)
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The effect of surfactants on SST may be comparable to the global change of SST 
during the last 30 years, when the satellite technology was introduced in the SST 
measurement.

The removal of surface films by convection, rain, near-surface shear, and break-
ing waves affects hydrodynamic processes at the air–sea interface, especially the 
capillary wave field, which substantially determines the surface roughness and thus 
air–sea exchanges. This process has a dual effect on the gravity-capillary wave 
field: It damps waves due to increased turbulence, and it enhances waves due to 
fragmentation and dissipation of surface films.

The lack of in situ measurements of the viscoelastic properties of films under vari-
ous ocean regimes and particularly under different forcing conditions, limits the di-
rect estimates of the global surface film effects on air–sea exchange. There are, how-
ever, indications that this uncertainty can be largely reduced if the mean square wave 
slope due to capillary-gravity waves is used rather than wind speed (Frew 1997). 
Glazman and Greysuku (1993) demonstrated the correlation between the surface 
wind stress and the sea surface roughness associated with capillary-gravity waves 
detected by backscattering from altimeters. This means that surface films may have 
less effect on the air–sea exchange parameterizations that are derived in terms of the 
mean square wave slope or friction velocity rather than in terms of the wind speed.

2.4 � Parameterization of Molecular Sublayers During 
Nighttime Conditions

Conceptual models of the aqueous molecular sublayers can be divided into two 
classes: surface renewal models and boundary-layer models. In renewal models, the 
properties of molecular sublayers depend on the surface renewal time. The renewal 
time is then related to the environmental parameters causing hydrodynamic insta-
bilities that control the properties of molecular sublayers. Boundary-layer models 
are based on the quasi-stationary representation of boundary-layer processes. We 
describe these modeling approaches in detail below. The effects of sea surface elas-
ticity, however, have not yet been fully addressed in the parameterization of aque-
ous molecular sublayers.

2.4.1 � Dimensional Analysis

Dimensional considerations can provide initial insight into the dynamics of aqueous 
molecular sublayers. Here, we ignore the bubble and droplet production in whitecaps 
and hence account for only interfacial (direct) heat, mass, and momentum transport. 
For the sake of simplicity, we also ignore here any explicit effects of surfactants 
(though, surfactant effects can enter the resulting parameterizations implicitly via 
modified empirical constants). In the case of steady meteorological and wave condi-
tions, the following set of functional dependences can then be formulated:
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* 0( , , , , , , , , )T T w fu function u q g hα κ= n s s∆�
(2.10)

* 0( , , , , , , , , )T T w fT function u q g hα κ= n s s∆�
(2.11)

* 0( , , , , , , , , , )T T w fK function u q g hα µ κ=m n s s�
(2.12)

where ∆u u ub= −0
 is the velocity difference across the aqueous viscous sub-

layer, ub
 is the magnitude of the bulk (mixed layer) horizontal velocity, and u0

 
is the magnitude of the sea surface velocity; ∆T T Tb= −0  is the temperature 
difference across the cool skin, T0  is the SST, and Tb  is the temperature of the 
bulk (mixed layer); Kμ is the gas-transfer velocity defined by equation (1.50); 
q Q c Q Q I cp T E L p0 0= = + +/ ( ) ( ) / ( )r r  is the scaled net heat flux at the sea sur-
face, QT is the sensible heat flux, IL is the net longwave irradiance, QE is the latent 
heat flux;     is the coefficient of thermal expansion of water, g is the acceleration 
due to gravity, r  is the water density, ν is the kinematic molecular viscosity, Tκ  is 
the thermal molecular conductivity, sw is the surface tension of pure water, ss  is 
the surface tension of water covered with film, s s sf w s= −  is the film pressure, µ 
is the coefficient of molecular gas diffusion; and h is the depth of the upper ocean 
mixed layer.

Since transport across molecular sublayers is intermittent, functional depen-
dences in (2.10)–(2.12) are formulated for ensemble-averaged parameters. These 
relationships take into account the influence of thermally driven convection, wind-
induced turbulence, and surface gravity and gravity-capillary waves on molecular 
sublayers. The effects of precipitation, solar radiation, and surfactants are ignored 
here but considered elsewhere in this chapter.

Choosing friction velocity in water ( u*
) instead of wind speed reduces the un-

certainty caused by surfactants (see discussion at the end of the previous section). 
The functional connection between the sea surface roughness associated with capil-
lary-gravity waves and the wind stress ( 2

0 *uτ = r ) also simplifies the application of 
observational and theoretical results to remote sensing applications. Unfortunately, 
the replacement of wind speed with friction velocity does not solve the problem of 
surfactants completely, because the experimental friction velocities are often deter-
mined from wind-speed measurements and a bulk flux algorithm, normally ignor-
ing any surfactant effects.

A standard dimensional analysis of functional dependences (2.10)–(2.12) leads 
to the following dimensionless relations:

∆u u f Rf Ke R P Rau w f h/ ( , , , , Pr, ),* = 0�
(2.13)

∆T T f Rf Ke R P RaT w f h/ ( , , , , Pr, ),* = 0� (2.14)

K u f Rf Ke R P Sc RaC w f hµ
/ ( , , , , Pr, , ),* = 0

� (2.15)

Tα
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where T q u* */ ;= 0
 fu , fT , and fC

 are nondimensional functions of their 
nondimensional arguments; Pr / Tκ= n  is the Prandtl number, Sc = ν µ/ , 

4 2
0 / ( ),h T TRa gq hα κ= − n  4

0 0 */ ,TRf gq uα= n  Ke u g= * / ( ),3 n  R u gw s= ( )∗ / / ,
/

σ ρ
1 4  

and P u gf w s= −[ ]*

/
/ ( ) /4 1 4
σ σ ρ  (we identify the last four numbers a little bit later 

in this section).
In the upper ocean the Rayleigh number Rah is usually very large. It is well 

known that in a fully developed turbulent flow, parameters of a molecular bound-
ary layer no longer explicitly depend upon the external scale of the flow. It has 
been customary in such cases to hypothesize self-similarity for the Rah number; this 
dimensionless number respectively drops out of the number of determining param-
eters. Dimensionless relationships (2.13)–(2.15) reduce to

∆u u F Rf Ke R Pu w f/ ( , , , , Pr),* = 0�
(2.16)

∆T T F Rf Ke R PT w f/ ( , , , , Pr),* = 0�
(2.17)

K u F Rf Ke R P ScC w fµ
/ ( , , , , Pr, ),* = 0�

(2.18)

where Fu , FT , and FC  are the universal functions of nondimensional arguments Rf0 , 
Ke, Pr, Rw , Pf , and Sc (in case of the gas-transfer velocity only).

Parameters Sc and Pr entering (2.16)–(2.18) are the Schmidt and Prandtl num-
bers, respectively, which are well known from the classical boundary-layer theory. 
Four other dimensionless numbers, Rf0, Ke, Rs , and Pf  are less known but are also 
important for the physics of aqueous molecular sublayers at the air–sea interface.

The parameter Rf0 proposed by Kudryavtsev and Soloviev (1985) determines the 
transition from convective to shear instability of aqueous molecular sublayers. From 
the definition of the flux Richardson number in the near-surface layer of the ocean 

( )0 / / /T xz yzRf gq u z v zα τ τ= ∂ ∂ + ∂ ∂r  and from the expression for the momentum 
flux within the viscous sublayer 0 /xz x u zτ τ= = ∂ ∂rn  and 0 /yz y v zτ τ= = ∂ ∂rn  
(also using relation ( )1/22 2 2

0 * 0 0 ),x yuτ τ τ= = +r  the following expression for the flux 
Richardson number in the viscous sublayer follows:

4
0 0/ ,z TRf gq u Rfα− < ∗= =

nd
n

�
(2.19)

where δν is the thickness of the viscous sublayer. Since Rf0 appears to be the sur-
face asymptote of Rf, Kudrayvtsev and Soloviev (1985) named this parameter the 
surface Richardson number. For convectively unstable conditions Rf0 is negative 
because 0 0.T qα <

The parameter Ke u g= * / ( )n  determines the transition to whitecapping at the 
air–sea interface. Csanady (1990) named this parameter the Keulegan number. As 
emphasized in Sect. 2.3.3, it is a fundamental parameter in the dynamics of free 
interfaces.
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The effect of surface tension on aqueous molecular sublayers is associated with 
two nondimensional numbers, R u gw w= ρ σ* / ( )4  and P g uf w s= −( ) / ( ).*σ σ ρ 4  The 
Rw  number is assumed to be a determining parameter in direct disruption of the air–
sea interface under very strong wind-speed conditions (and possibly in the process 
of microscale wave breaking under moderate wind-speed conditions). This number 
is linked to the Koga number as follows R Kow a= ( / ) .r r 2 4  Note that the Koga 
number, Ko, introduced by Soloviev and Lukas (2010) is a characteristic of the 
Kelvin–Helmholtz (KH) instability at the air–water interface (see Sect. 6.3.4). The 
dimensionless number Pf  is related to the effect of surfactants.

Specification of dependences (2.16)–(2.18) via Rf0 , Ke, Pr, and Sc is now possi-
ble within the framework of the physical models considered in the next sections. To 
our best knowledge, no explicit dependence on Rw  and Pf  has ever been included 
in the parameterization of aqueous molecular sublayers. Reasonable assumptions 
are that Pf  is important for low winds only, while Rw is essential for hurricane 
conditions predominately.

2.4.2 � Renewal Model

The renewal concept follows from the idea of intermittent transport of properties 
across molecular sublayers. Kim et al. (1971) found that the turbulent momentum 
transport and production in a wall layer take place intermittently in time and space 
through small-scale bursting motions.

The renewal model developed by Liu and Businger (1975) is based on the Kim 
et  al. (1971) result and considers intermittent transport of properties across mo-
lecular sublayers. Liu and Businger (1975) developed a method for calculation of 
average temperature profiles in molecular sublayers by assuming that the sublay-
ers undergo cyclic growth and subsequent destruction. Kudryavtsev and Soloviev 
(1985) parameterized the transition from free to forced convection in the cool skin 
using the surface Richardson number Rf0 as the determining parameter. Soloviev 
and Schluessel (1994) incorporated a Keulegan number ( Ke) dependence for high 
wind-speed conditions and developed a coupled parameterization for the tempera-
ture difference across the cool skin of the ocean and the air–sea gas-transfer veloc-
ity.

Further developing the surface renewal model and following Liu and Businger 
(1975), Soloviev and Schlüssel (1994) and Soloviev (2007), considered a fluid ele-
ment adjacent to the sea surface. Initially, it had a uniform velocity uw ,  tempera-
ture Tw ,  and the concentration of scalar property Cw

 equal to the corresponding 
bulk-water value. As the fluid element is exposed to the interface, the appropri-
ate molecular diffusion laws (1.6), (1.10), and (1.12) govern the velocity (∆u) and 
temperature (∆Τ ) differences, and the interfacial gas flux ( Go). Under assumption 
of horizontal homogeneity, no insolation, and no rain, one-dimensional molecular 
diffusion laws are as follows:
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∂
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�
(2.20)
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t z z
κ∂ ∂ ∂ =   ∂ ∂ ∂�

(2.21)
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∂
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
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
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C

t z

C

z
µ .

�
(2.22)

The classic error-function integral solutions of equations (2.20)–(2.22) result in the 
following dependences:

1/2 1/2( ) 2 ( / ) / ,tu t tπ τ−= n r∆�
(2.23)

1/2 1/2
0( ) 2 ( / ) ,T t t qπ −= − n∆� (2.24)

1/2 1/2
0 ( ) ( / ) ,G t t Cπ − −= m ∆� (2.25)

where ∆u t u t uw( ) ( ) ,= −0  ∆T t T t Tw( ) ( ) ,= −0  t is the elapsed time, vertical coor-
dinate z is related to the instantaneous position of the sea surface (uncertain during 
wave-breaking events), and π = 3.14. Note that in (2.23)–(2.24) the evolutions of the 
velocity and temperature differences are considered under conditions of constant 
tangential stress 

tτ  and scaled heat flux q0 ,  respectively, while in (2.25) the gas 
flux evolution is considered under conditions of constant gas concentration differ-
ence across the diffusion sublayer, ∆C C Cw= − 0 ,  which is assumed to be close to 
effective air–sea concentration difference.

Wind-induced surface current constitutes only a tiny part of the total velocity dif-
ference between air and sea (about 2 %). The condition of constant momentum flux 
rather than constant velocity difference is therefore appropriate in (2.23). Waves are 
a volume source of momentum in the near-surface layer of the ocean; formally, they 
do not enter the surface boundary condition for velocity. We nevertheless neglect 
here the second-order effect relating to the modification of the gravity-capillary 
waves and, thereby, the surface roughness and momentum fluxes by surface drift 
current. This secondary effect, however, may become of primary importance under 
conditions of very high wind speed (see Chap. 6).

The dependence of the net longwave irradiance IL and latent heat flux QE on 
the temperature difference due to the cool skin is typically within several percent 
(Paulson and Simpson 1981). Only QT may depend appreciably on the cool-skin 
presence. Usually I Q QL E T+ >> , which means that the net surface flux, q0, does 
not depend strongly on the cool-skin presence. As a result, the condition of constant 
heat flux is justified for deriving dependence (2.24). Solar radiation is a volume 
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source of heat for the near-surface layer of the ocean and does not enter the surface 
boundary condition.

The condition of constant concentration difference accepted in (2.25) follows 
from the fact that the aqueous diffusion sublayer provides the main resistance to the 
gas transfer (Bolin 1960) and thereby contains the main gas concentration differ-
ence across the air–sea interface.

The average velocity and temperature difference across the aqueous viscous and 
thermal sublayers and the average surface gas flux at the air–sea interface can be 
defined as follows:

∆ ∆u p t t u t dt dt
t

= ( ) ′( ) ′( )∞ −∫ ∫0

1

0�
(2.26)

∆ ∆T p t t T t dt dt
t

= ( ) ′( ) ′( )∞ −∫ ∫0

1

0�
(2.27)

G p t t G t dt dt
t

0 0

1
00

= ( ) ′( ) ′( )∞ −∫ ∫
�

(2.28)

where p( t) is the probability density for time periods, t, of bursting motions in the 
molecular sublayers. This is the probability of local destruction of the molecular 
sublayers in a time interval ( t, t + dt), where t is the elapsed time since the previous 
destruction.

The experiments of Rao et al. (1971) on the structure of the boundary layer tur-
bulence indicate that the time between bursts is distributed according to a lognormal 
law. The probability density for such a process is given by

1/2 1 2 2( ) ( ) exp (ln ) / ,  0,p t t t m tπ − −  = − − > s s
�

(2.29)

where m is the mean value and s2 is the variance for the logarithm of the random 
variable t. Garbe et al. (2002) found the lognormal distribution (2.29) as being in 
good agreement with the histogram of time intervals between two successive re-
newal events derived from infrared images in a laboratory tank (Fig. 2.21).

Inserting (2.29) into relationships (2.26)–(2.28), we obtain

1/2 2/16 1/2
*(4 / 3)exp( )( / ) ,tu tπ τ−= −s n∆�

(2.30)

1/2 2/16 1/2
* 0(4 / 3)exp( )( / ) ,TT t qπ κ−= − −s∆�

(2.31)

1/2 2 1/2
*2 exp(3 /16)( / ) ,K tπ − −=m s m

�
(2.32)

where Kμ is the gas-transfer velocity (the piston velocity) defined by equation 
(1.44), and t m* exp( / )= + s2 4  is the average time between bursts, which has been 
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referred to as the renewal time. Since the bursting events have significant energy, 
we assume that they affect the viscous, thermal, and diffusion molecular sublayers 
in the same manner, and the quantity σ2 in (2.30)–(2.32) is the same.

Soloviev and Schlüssel (1994) considered three wind-speed regimes:

1.	 Calm and low wind-speed conditions: The cyclic injection of fluid from the 
molecular sublayers is of convective nature. The time period of the convective 
bursts is defined by Foster (1971) as follows:

1/2
0( / ) ,c c Tt a gqα= −n� (2.33)

where ac
 is a dimensionless coefficient.

2.	 Intermediate wind-speed conditions: According to Csanady (1990), the most 
intense surface renewal on a wind-blown surface is caused by viscous surface-
stress variations associated with rollers on breaking wavelets. The time period of 
these variations is defined as

t a ur r= n / ,*
2

� (2.34)

where ar
 is a dimensionless constant.

3.	 High wind-speed conditions: Surface waves take most of the wind stress and the 
development of rollers is less probable. The surface renewal due to waves break-
ing and whitecapping dominates. For fully developed wind waves, the timescale 
of the surface renewal depends on the parameters u*

 and g. A dimensional ana-
lysis leads to the following relation:

t a u gw w= * / ,2

� (2.35)

where aw
 is a dimensionless constant.

Fig. 2.21   Lognormal dis-
tribution (2.29) fitted to 
the histogram of the time 
between two consecutive 
surface renewal events t – t0 
for a wind speed of 2 m s−1. 
(After Garbe et al. 2002. 
Reproduced by permission 
of American Geophysical 
Union)
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The surface Richardson number ( Rf0) controls the transition from free convection 
(regime 1) to rollers (regime 2) at the air–sea interface, while the Keulegan number 
( Ke) controls the transition from rollers (regime 2) to wave breaking (regime 3). 
Combining (2.33), (2.34), and (2.35), the renewal (or exposure) time can then be 
expressed as follows:

1/2 1/4
0 * 0

2 1/4 1/3
* * 0 *

1/3
* *

/ ( )  at 0 ( / )

/ at ( / )  ( )

/ at ( )  

c T T cr

r T cr cr

w cr

a gq u gq Rf

t a u gq Rf u Ke g

a u g u Ke g

α α
α

 − ≤ ≤
= ≤ ≤
 ≥

  n n

n n n
n

�

(2.36)

where Rfcr  and Kecr  are the critical values of the surface Richardson number and 
the Keulegan number, respectively. In dimensionless form, formula (2.36) is as fol-
lows:

t a u

Rf Rf Rf Rf

Rf Rfr

cr cr

cr* */ ( / )

( / ) /

/n 2
0 0

0

1

1=
≥

≤

−1/2 at 

1 at  andd 

 at 1 

Ke Ke

Ke Ke Ke Ke
cr

cr cr

/

/ /

≤
≥









1

�

(2.37)

where Rf a acr c r= −( / )2  and Ke a acr r w= / .
Formula (2.37) can be approximated in the following way:

t a u Rf Rf Ke Ker cr cr* *
// ( / ) ( / ) ( / ),n 2

0
1 21 1= + +−

� (2.38)

which is a sufficiently accurate and convenient analytical expression. An interpreta-
tion of the Ke-number dependence in (2.38) is that under high wind-speed condi-
tions the tangential stress tτ  relates to the total wind stress 0τ  according to (2.8).

Inserting the renewal time (2.38) into (2.30)–(2.32) and taking into account (2.8) 
and the definition of the friction velocity 1/2

* 0( / )u τ= r  leads to the following cou-
pled set of parametric relationships:

∆ Λu u Rf Rfcr/ ( / ) ,*
/= + −

0 0
1 41� (2.39)

∆ ΛT T Rf Rf Ke Kecr cr/ Pr ( / ) ( / ) ,*

/ / /= − + +−
0

1 2

0
1 4 1 21 1� (2.40)

K u A Sc Rf Rf Ke Kecr crµ
/ ( / ) ( / ) ,*

/ / /= + +− − −
0 0

1 1 2
0

1 4 1 21 1Λ
�

(2.41)

where T q u* */ ,= 0  Pr / ,= n k  and Sc = ν µ/ .  The dimensionless coefficients A0
 

and Λ0 are expressed through the parameter of lognormal distribution (2.29) as fol-
lows:

( ) ( )1 2
0 8 / 3 exp / 8 ,A π −= s

�
(2.42)
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( ) ( )1/2 2 1/2
0 4 / 3 exp /16 .raπ −= −sΛ

�
(2.43)

The calculation of A0  with σ determined from the Garbe et al. (2002) laboratory 
experiment is presented in Table 2.1.

For low wind-speed conditions, Rf0 → ∞  and Ke → 0;  equations (2.39)–(2.41) 
have the following asymptotes:

1/4 1/4

20
0 * 0 *

0

,cr

cr T

Rf Rf
u u u

Rf gqα

−
   

≈ =      n
∆ Λ Λ

�
(2.44)

1/4 1/4
1/2 1/20 0

0 0 0
* 0

Pr Pr ,cr

cr T

Rf q Rf
T q

Rf u g qα

−
   

≈ − = −      n
∆ Λ Λ

�
(2.45)

1/4 1/4

1 1/2 1 1/20 0
0 0 * 0 0 .T

cr cr

Rf g q
K A Sc u A Sc

Rf Rf

α− − − −   
≈ =      m

n
Λ Λ

�
(2.46)

Remarkably, formula (2.45) is similar to that of Katsaros et al. (1977),

1/4

3/4 3/4
0 02 ,

T T

T a q
gα

−  
=  − 

n
k

∆

�
(2.47)

obtained for calm weather conditions; the appropriate nondimensional coefficients 
are interrelated by

a Rfcr0 0
4 3 1 3= −( )− −Λ / /

.
�

(2.48)

For moderate wind-speed conditions, which is an intermediate asymptotic 
Rf Rfcr0 <<  and Ke Kecr<< ,  parameterizations (2.39)–(2.41) reduce to

∆ Λu u= 0 * ,� (2.49)

∆ Λ ΛT T q u≈ − = −0

1 2

0

1 2

0Pr Pr / ,
/

*

/

*� (2.50)

Table 2.1   Parameter σ in (2.29) from the results of Garbe et al. (2002) and the computation of 
coefficient A0 from equation (2.42)
Wind speed, m s−1 2.0 4.2 8.0
σ 1.39 0.8 0.7
Α0 1.08 0.92 0.89
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K A Sc u
µ

= − −
0 0

1 1 2Λ /
*.�

(2.51)

There is presumably no direct analog of (2.49) in the literature. Formula (2.50) has 
an analog previously derived by Saunders (1967b)

0 *Pr / ,ST q uλ= −∆� (2.52)

while the formula similar to (2.51),
1/2

0 * ,K Sc uγ −=m�
(2.53)

can be found in several previous publications on air–sea gas exchange. The dimen-
sionless coefficients entering (2.50) and (2.52) are interrelated by 1/2

0 PrSλ −= Λ  
and 1

0 0 0 .Aγ −= Λ
For high wind-speed conditions, equations (2.39)–(2.41) have asymptotes 

Rf Rfcr0 <<  and Ke Kecr>> ,  which lead to:

∆ Λu u= 0 * ,� (2.54)

∆ Λ ΛT T Ke Ke gKe q ucr cr≈ − = − −
0

1 2 1 2
0

1 2 1 2
0

1 2Pr ( / ) Pr ( ) ,
/

*
/ / /

*
/n

�
(2.55)

K A Sc u Ke Ke A Sc gKe ucr crµ ν≈ =− − − − − −
0 0

1 1 2 1 2
0 0

1 1 2 1 2 1Λ Λ/
*

/ / /
*( / ) ( ) // ,2

�
(2.56)

Same as for (2.49), no direct analog to (2.54) could be found in literature. Param-
eterization for the velocity difference across the aqueous viscous sublayer is closely 
related to the problem of determining the wind-drift coefficient; related issues are 
considered elsewhere in this section. High wind-speed parameterizations for the 
temperature difference across the cool skin and the gas-transfer velocity (2.55) and 
(2.56) were previously derived by Soloviev and Schlüssel (1994). Note that in this 
chapter we do not consider hurricane conditions and respectively assume any ex-
plicit dependence on Rw.

Active breaking events (whitecaps) occupy a relatively small area of the sea 
surface. In the process of wave breaking, molecular sublayers are destroyed, how-
ever they are restored in between wave-breaking events. In accordance with (2.8), a 
reduced fraction of the momentum flux transfers to tangential stress at higher wind 
speeds. As a result, the velocity difference is maintained proportional to the friction 
velocity (2.54). The temperature difference across the cool skin slightly increases 
with wind speed (2.55), while the interfacial gas-transfer velocity slightly decreas-
es. Equations (2.54)–(2.56), however, do not include two important effects associ-
ated with wave breaking: 1) The residual turbulence after wave breaking maintains 
for several wave periods, affecting the molecular sublayers; 2) bubble production 
in whitecaps can substantially affect the air–sea gas exchange. The effect of the 
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residual wave-breaking turbulence on the interfacial gas transport (as well as the 
inclusion of the bubble-mediated gas transport) is discussed in Chap. 7 of this book.

Bubble-mediated heat transport is apparently negligible in comparison with the 
direct flux at the ocean–air interface, due to the low heat capacity of air inside the 
bubbles. In contrast, droplet and spray production by breaking waves is an impor-
tant mechanism of the air–ocean heat and mass transport at wind speeds greater than 
about 15–17 m s−1 (Chap. 6).

Substituting (2.48) into (2.39)–(2.41), we obtain a coupled set of parameteriza-
tions:

∆ Λ Λu u a Rf/ ( )*
/= − −

0 0
3

0
4

0
1 41� (2.57)

∆ Λ ΛT T a Rf Ke Kecr/ Pr ( ) ( / )*

/ / /= − − +−
0

1 2

0
3

0
4

0
1 4 1 21 1� (2.58)

K u A Sc a Rf Ke Kecrµ
/ ( ) ( / )*

/ / /= − +− − −
0 0

1 1 2
0

3
0
3

0
1 4 1 21 1Λ Λ

�
(2.59)

Replacing the surface cooling Q Q Q IE T L0 = + +  with the virtual cooling, which 
includes the buoyancy effects of salinity due to evaporation

0 ,S p
v E T L E

T

S c
Q Q Q I Q

L

β
α

= + + +
�

(2.60)

the expression for the surface Richardson number transforms in the following way:

0
0 4

*

.S pT
E T L E

Tp

S cg
Rf Q Q I Q

Lc u
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α

 
= + + +  

n
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�
(2.61)

Coefficients Λ0 ,  a0
, Kecr ,  and A0

 are now to be determined from the comparison 
with experimental data.

From the comparison with Grassl’s (1976) data, which represented a relatively 
small number of field observations, Kudrayvtsev and Soloviev (1985) derived ten-
tative estimates of the two constants Λ0 13 3≈ .  and 41.5 10 ,crRf −≈ − ⋅  treating them 
as independent constants. From relationship (2.48) it then follows that 0 0.6,a ≈
which is much bigger than the commonly accepted estimate 

0 0.25a = (Fedorov and 
Ginzburg 1988).

Since the publication of the Kudryavtsev and Soloviev (1985) work, new labora-
tory data sets on the surface wind-drift current using particle image velocimetry and 
infrared imaging have been obtained, which allow us to specify more accurately nu-
merical constant Λ0

. Formulation (2.57)–(2.59) including constants Λ0
 and a0

 is 
more convenient than formulation (2.39)–(2.41) including constants Λ0

 and Rfcr ,  
because it is believed that, in contrast to Rfcr ,  the numerical value of a0  can be de-
termined with an acceptable accuracy from laboratory experiments. A complication 

rkelvin@hawaii.edu



1092.4 � Parameterization of Molecular Sublayers During Nighttime Conditions�

is that a0  depends on the presence of surfactants, which is characterized by the Pf  
number. The exact functional dependence, however, is not known.

It is also remarkable that according to (2.57) the dimensionless ratio ∆u u/ *  
does not depend on the Keulegan number, which means that constant Λ0  can be 
estimated from the experimental data on the surface wind-drift current. According 
to (2.49) and (2.54), for intermediate and high wind-speed conditions Λ ∆0 = u u/ .*  
We assume that there is no explicit dependence of Λ0  on Rw ,  since we do not con-
sider in this analysis hurricane force winds.

The ratio, ∆u u/ ,*
 is closely related to the wind-drift coefficient, u U0 10/ ,  where 

u0  is the averaged current velocity at the sea surface (relative to the background 
ocean current), and U10 is the wind speed at 10 m height. The current velocity at 
the sea surface includes the Stokes drift as well, which provides a relatively small 
(between 5 and 20 %) contribution to the wind-drift coefficient however. The differ-
ence between the current velocity at the sea surface u0

 and the Stokes surface drift 
uS

 is the wind-induced surface drift:

u u uwd S= −0 .� (2.62)

The ratio between the wind-induced surface drift uwd
 and the water friction velocity 

u*
 as measured by Wu (1975) varied between 11 and 20. Wu (1975) concluded that 

u uwd / .* ≈ 17 0 and has no obvious systematic dependence upon friction velocity. 
Phillips and Banner (1974) laboratory experiment indicated that u uwd / . .* ≈ 16 1

Values of u uwd / *  derived from particle image velocimetry and from infrared 
imaging also demonstrate no obvious dependence on the friction velocity but con-
sistently indicate smaller surface drift currents than those derived from drifter mea-
surements (Zhang and Harrison 2004). The wind-induced velocities derived from 
the infrared images are shown in Fig. 2.22. Averaging over all friction velocities 
results in u uwd / . .* ≈ 7 4  Based on these laboratory results we accept an estimate 

0 7.4.Λ ≈  This is in fact an upper estimate, because it does not take into account the 
existence of relatively small current velocity difference across the turbulent layer 
(i.e., below the viscous sublayer).

A fit of parameterization (2.57) to the results of the Zhang and Harrison (2004) is 
shown in Fig. 2.22. In (2.57) the term ( ) /1 0

3
0
4

0
1 4− −a RfΛ  relating to buoyancy effects 

is of importance under low wind-speed conditions. Figure  2.22 therefore shows 
parameterization (2.39) for two values of the net surface heat flux Q0 .

A tentative estimate of 0.18crKe ≈ was derived by Soloviev and Schlüssel (1994) 
from indirect data—the critical wind speed, 10 10U ≈  m s−1, at which, according to 
the visual Beaufort scale, longwave breaking sets in. Later, Zhao and Toba (2001) 
proposed a parameter ( )2

* /B a a pR u ω= n  with a critical value of 310BR =  for the 
onset of wind–wave breaking. Parameter RB  can be rewritten as

R A u gB w a a= ( )* /3 n
�

(2.63)
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where Aw
 is the wave age defined as ( )* */ / .w p a p aA g u c uω= =  The Keulegan 

number appears to be connected to the Zhao and Toba (2001) nondimensional pa-
rameter RB  as follows:

3/2 3/233
** 1 1

.a a a a a
B

a w w

uu
Ke R

g g A A

ν ν
ν ν ν ν

   
= = =      

r r
r r�

(2.64)

From (2.64), it follows that critical value 310BR = corresponds to Kecr = 0 18.  at 
3.25.wA =

During TOGA COARE, Hartmut Grassl collected substantial statistics on the 
temperature difference across the cool skin in the western equatorial Pacific. Fig-
ure 2.23 shows parameterization (2.58) plotted for a0 0 25= . ,  Λ0 7 4≈ . ,  and wave 
Aw = 15  in comparison with the TOGA COARE data set collected during night-

time. The wave age of 15wA =  corresponds to developed wind waves, which are 
often observed in the open ocean. There is a reasonable agreement between the 
COARE data set and the renewal-type model.

Horrocks et al. (2002) collected a large data set on the cool skin in the western 
tropical and subtropical Pacific using a scanning infrared SST radiometer. Com-
parison of parameterization (2.56) with the Horrocks et al. (2006) data set has also 
shown a reasonable correlation (Soloviev et al. 2007).

Fig. 2.22   Non-dimensional wind-induced surface current in the laboratory tank for different wind 
friction velocities and in comparison with the renewal model (2.57) at a = 0 25.  and Λ0 7 4= . ,  
calculated for two surface cooling rates: a Q0 20=  W m−2, and b Q0 200=  W m−2

 

rkelvin@hawaii.edu



1112.4 � Parameterization of Molecular Sublayers During Nighttime Conditions�

Figure  2.24 compares results of direct, eddy-correlation measurements of the 
CO2 air–sea flux during GasEx-01 collected by Hare et  al. (2004) with renewal 
model (2.59). According to Table 2.1, constant A0 entering the gas-exchange param-
eterization is close to unity, varying within ±10%  as a function of wind speed. For 
simplicity, we take A0 1= .  The bubble-mediated contribution to the gas-transfer 
velocity for CO2 according to the model of Woolf (1997) is shown in Fig. 2.24a. 
The resultant curve demonstrated in Fig. 2.24b suggests a good agreement between 
model and observations encouraging further exploration of the applicability of the 
renewal model for parameterization of the air–sea gas exchange.

Figure 2.25 shows a summary of gas-transfer results over the ocean. The theo-
retical dependencies correspond to the sum of an interfacial component (renewal 
model (2.57)) and Woolf’s (1997) bubble-mediated component. Both theoretical re-
lationships and field data are color-coded. Blue color indicates low-solubility gases 
(SF6 and 3He); red color indicates higher solubility gases (Rn and CO2), and black 
color is reserved for a well soluble gas (DMS). Under high wind-speed conditions, 
theoretical curves for different gases diverge but appear to be consistent with the 
available data.

The renewal model also appears to be useful for parameterizing salinity dif-
ference in the aqueous haline diffusion sublayer at the air–sea interface (Fedorov 
and Ginzburg 1988). Zhang and Zhang (2012) estimated this difference to reach 
up to 0.3 psu in some regions of the ocean, though being localized in the upper 
0.1–0.2 mm layer of the ocean.

Fig. 2.23   Nighttime cool skin data of Hartmut Grassl obtained in the western equatorial Pacific 
during TOGA COARE in comparison with renewal model. (After Soloviev 2007 by permission 
of Elsevier)

 

rkelvin@hawaii.edu



112 2  Sea Surface Microlayer

2.4.3 � Boundary-Layer Model

Though boundary-layer models operate with the averaged turbulent characteristics 
such as the dissipation rate ε (for instance, defining the viscous sublayer depth as 

Fig. 2.24   a Comparison of the renewal type (interfacial) parameterization (20) for two values of 
the surface heat flux Q0 with direct measurements of the CO2 transfer velocity during GasEx-2001 
(Hare et al. 2004). Woolf’s (1997) parameterization of the bubble-mediated component is shown 
with a dashed line. b Sum of the interfacial and bubble mediated parameterizations in comparison 
with the GasEx-2001 data. (After Soloviev 2007 by permission of Elsevier)
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proportional to Kolmogorov’s internal scale of turbulence, ( )1/43/ ),νη ν ε=  these 
models are consistent with the concept of intermittency of molecular sublayers in 
time and space through small-scale bursting motions (Kim et al. 1971).

Initial development of the boundary-layer model for molecular sublayers is usu-
ally attributed to Saunders (1967b) who, based on the wall layer analogy, derived 
a formula for the temperature difference across the cool skin in the form (2.52). 
Boundary-layer modeling has also been applied to the free convection problem for 
a cooling sea surface. A theoretical formula for convective heat transfer over a hori-
zontal plate,

Nu a Ra= 0
1 3/

� (2.65)

in application to the thermal molecular sublayer below the air–water interface leads 
to the Katsaros et al. (1977) formula for the temperature difference across the aque-
ous thermal sublayer (cool skin) (2.47). The Nusselt and Raleigh numbers are de-
fined as follows:

0
3

(
.,

/ )T

T

T

g Th
R

q
Nu a

T h κ
α

νκ
==

∆

∆

�
(2.66)

Fig. 2.25   Renewal gas-transfer parameterization in comparison with field data. The dual tracer data 
are from Wanninkhof et al. (1997), Asher and Wanninkhof (1998), and Nichtingale et al. (2000). 
The radon data are from Peng et al. (1974), Peng et al. (1979), and Cember (1985). The GasEx-98 
data are from Wanninkhof and McGillis  (1999), the GasEx-01 data are from Hare et al. (2004), 
DMS data are from Huebert et al. (2004). To illustrate the effect of surface heat flux and insolation 
on the air-sea gas exchange at low wind speed the model curves for all gases are calculated for 
Q0 = 130 W m−2, QE = 60 W m−2 and for two values of IR(0) = 0 W m−2 and  IR(0) = 1000 W m−2
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When the exponent on the Rayleigh number is 1/3, the equality (2.65) becomes 
independent of depth resulting in the Katsaros et al. (1977) equation (2.47).

Since both shear and convection contribute to the energy dissipation, the bound-
ary-layer model describes the transition from free to forced convection in pretty 
much the same way as the renewal model. In particular, the same dimensionless 
number Rf0 controls this transition. Correspondingly, Fairall et al. (1996) modified 
the Saunders (1967b) parameterization (2.52) as follows:

( )
1/33/41 3 4 2

0 0 0Pr 1 PrS ST q u a Rfλ λ
−

−
∗

 = − +  ∆

where 4
0 */ ( )T v pRf gQ c uα ν= r  is the surface Richardson number introduced by 

Kudryavtsev and Soloviev (1985) from modeling surface renewals, and Qv is the 
virtual cooling given by (2.58). The model remains bounded as u* → 0 (asymp-
totically approaching Katsaros’ formula (2.45) for free convection), which is an 
improvement over the original Saunders (1967b) formula (2.50).

Taking into account that 1/2
0 0 Pr ,λ=Λ  boundary-layer parameterization (2.66) 

practically coincides with parameterization (2.56) for low and moderate wind-speed 
conditions. Similar to the renewal model, the boundary-layer-type model can be ex-
tended to high wind-speed conditions including wave breaking and whitecapping. 
Such an extension is considered by Soloviev et al. (2007) for the example of air–sea 
gas-transfer modeling.

Kitaigorodskii and Donelan (1984) and Dickey et al. (1984) proposed a bound-
ary-layer-type model for parameterizing the interfacial gas-transfer velocity:

( ) 1/42
int 0K b Scε ν − ≈  �

(2.67)

where b is a dimensionless coefficient, (0)ε  the surface value of the dissipation rate 
of the turbulent kinetic energy, ν is the kinematic viscosity of water, Sc = ν µ/  is 
the Schmidt number, and µ  is the kinematic molecular diffusion coefficient of gas 
in water. Relationship (2.65) can alternatively be derived (as in Fairall et al. 2000) 
from the hypothesis that the thickness of the diffusive molecular sublayer δm  is 
proportional to the Kolmogorov’s internal scale of turbulence for concentration in-
homogeneities: 1/2 3 1/4( / ) ,D Scη ν ε−=  where the thickness of the diffusive sublayer 
is defined as int int/ / ,C G Kδ µ µ= =m ∆  ∆C C Cw= − 0

 is the effective air–sea gas 
concentration difference (indices “w” and “0” relate to the bulk and surface values, 
respectively), and Gint

 is the interfacial component of the air–sea gas flux.
Soloviev et al. (2007) have developed the boundary-layer approach in detail by 

including convection, shear, wave breaking, turbulence patchiness, and wave-age-
dependent bubble-mediated component. Figure  2.26 compares Soloviev’s et  al. 
(2007) parameterization model with the results of direct, eddy-correlation measure-
ments of the CO2 air–sea flux during GasEx-2001 (Hare et al. 2004). The resultant 
model curves show good agreement between model and available observations. 
Remarkably, within the wind-speed range of up to 9 m/s, there is practically no 
dependence of the gas-transfer velocity on wave age.
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The boundary layer modeling approach is based on the physics of turbu-
lent boundary layer near near a free interface. In contrast to the renewal model, 
the boundary-layer model does not explicitly include intermittency of exchange 
processes near the surface. Instead, it identifies the connection between the interfa-
cial gas-transfer velocity and the dissipation of the turbulent kinetic energy directly, 
following Kitaigorodskii and Donelan (1984) and Dickey et  al. (1984), or indi-
rectly, via the Kolmogorov’s internal scale of turbulence (Fairall et al. 2000). Since 
both the renewal and the boundary-layer model are based on equivalent physical 
principles of the boundary-layer turbulence, they ultimately lead to quite similar 
final results.

The effect of surface films of the air–sea exchange processes, which not only 
is  primarily important under low wind-speed conditions but also determines 
dynamics of gravity-capillary waves under moderate and high wind-speed condi-
tions, is far from complete understanding. At this point, there is no plausible param-
eterization or sufficient data to address this issue adequately. If future experiments 
will reveal significant differences in the effect of surface films on the different types 
of molecular sublayers, then parameterizations (2.57–2.59) will need to be decou-
pled in their low wind-speed portions via introduction of additional parameters (i.e., 
Pf ) and possibly Sc  and Pr  number dependences similar to that proposed by Asher 
et al. (2005).

Consideration of the gas-transfer parameterization in terms of practical applica-
tions, including remote sensing and air–sea exchange of CO2 and DMS gases, is 
explained in Chap. 7.

Fig. 2.26   Boundary-layer type gas-transfer parameterization for CO2 at two wave ages Aw in com-
parison with the direct air-sea CO2 flux measurements during GasEx-2001 data by Hare et  al. 
(2004). (After Soloviev et al. 2007)
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2.5 � Effect of Penetrating Solar Radiation

2.5.1 � Model Equations

The impact of penetrating solar radiation on the dynamics of molecular sublayers 
can be quantified in a consistent way with a renewal model (Soloviev and Schlüssel 
1996). Note that the term “cool skin” might not be completely appropriate during 
daytime hours since in extreme situations the solar warming may reverse the sign of 
the temperature gradient in the thermal molecular sublayer.

Following the same approach as in Sect. 2.4.2, consider a fluid element adjacent 
to the sea surface that participates in the process of cyclic renewal of the surface 
water in the presence of both surface cooling and the volume absorption of solar 
radiation. Initially, the fluid element has a uniform temperature equal to the bulk-
water value. As it is exposed to the interface, the molecular diffusion law governs 
the evolution of the temperature difference across the thermal sublayer:

,R
T

qT T

t z z z
κ ∂∂ ∂ ∂ = +  ∂ ∂ ∂ ∂�

(2.68)

where q I cR R p= / ( )r  is the volume source due to absorption of solar radiation in 
water.

The boundary condition on the waterside of the air–sea interface is

0 0 ,T z

T
q

z
κ →−

∂
− =

∂�
(2.69)

and the initial condition is formulated as follows:

T z Tw( , ) ,0 =� (2.70)

where q Q c Q Q I cp T E L p0 0= = + +/ ( ) ( ) / ( ),r r  and Tw
 is the bulk-water tempera-

ture. QE
 and IL  do not depend strongly on the presence of the temperature dif-

ference across the cool skin (Paulson and Simpson 1981). The sensible heat flux 
QT can appreciably depend on the temperature difference across the cool skin; the 
magnitude of QT is, however, usually much less than that of QE or IL. The total heat 
flux Q0 is thereby assumed to be constant during the time period between successive 
surface renewals.

Equation (2.68) is a linear equation in partial derivatives with a volume source, 
and the superposition principle can be applied with initial and boundary conditions 
(2.69) and (2.70). This is a mixed problem with boundary conditions of the second 
type. Introducing a new variable ∆T z t T z t Tw( , ) ( , )= −  the solution can be repre-
sented as follows (Vladimirov 1976):

∆ ∆ ∆T z t T z t T z tc R( , ) ( , ) ( , )= +� (2.71)
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where

�
(2.72)

and

�
(2.73)

with f z q zR( ) / .= ∂ ∂  The circumflex denotes an even extension of the function to 
z > 0  so that

� (2.74)

The quantities ∆Tc
 and ∆TR

 are interpreted as the near-surface temperature differ-
ences due to surface cooling and due to absorption of solar radiation, respectively. 
Integration of (2.72) results in the following expression for the temperature differ-
ence developing due to surface cooling and molecular heat diffusion:

( )1/2 1/2 2
0( , ) 2 ( / ) exp ( ) ,c TT z t q t erfcκ π ξ ξ ξ−= − − −  ∆

�
(2.75)

where 1/2(4 ) .Tz tξ κ −=  Expression (2.73) for the temperature difference due to ab-
sorption of solar radiation can be rewritten in the following way:
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(2.76)

Since f f
∧ ∧

= −( ) ( )h h  for h < 0  and f f
∧

≡( ) ( )h h  for h ≥ 0,  (2.76) can be trans-
formed as follows:
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(2.77)

Substitution of the expression for the absorption of solar radiation in the form given 
by equation (1.60):

� (2.78)
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into (2.77) results in the following formula:

∆T z t q a I z t i I z t iR R i i( , ) ( , ; ) ( , ; ) ,= +[ ]∑0
1

9

1 2a
�

(2.79)

where
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and qR0  is the scaled solar irradiance just below the sea surface mathematically 
defined as q c I z c A IR p R z p0

1

0

1
1= ( ) ( ) = ( ) −( )−

→−

−
r r Σ .

Change of variables in (2.80) and (2.81) q = − ′t t , 
u z T i T= − −−( )( ) ( ) ,/ /η κ θ α κ θ4 1 2 1 2  and ′ = + +−u z T i T( )( ) ( )/η κ θ α κ θ4 1 2  leads to:
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Equation (2.82) is integrated to obtain
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where ξ κ= −z tT( ) /4 1 2  and δ α κi i T t= ( ) /1 2  are nondimensional depth and time, re-
spectively.

According to (2.75) and (2.83), the near-surface temperature difference between 
the renewal events evolves in the following way:
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The average temperature difference across the thermal molecular sublayer of the 
ocean is defined as follows:
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∞
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where
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and p t( )  is the probability density. From (2.84) and (2.86), the following expres-
sion can be obtained:
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With the Rao et al. (1971) probability density function (2.29), expression (2.85) can 
be rewritten in the following way:

( ) ( )( )
2

ln1/2 1
ln ln2exp 0,exp ,m

t m
T T t dtπ σ

σ

+∞
− −

−∞

 −
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∫
�

(2.88)

where t tln ln ,=  2
*ln / 4,m t σ= −  t*  is the mean time between bursting events 

(renewal time); m and 2σ  are the mean value and the variance of the logarithm of 
the random variable t, respectively. Transformation to the logarithmic variable tln  is 
required to estimate integral (2.88) numerically.
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2.5.2 � Renewal Time

It follows from (2.38) that the renewal time can be expressed in the following way:

( ) 1/22 2 3 4
* 0 0 0 02

*

9
exp( / 8) 1 (1 / ).

16 crt a Rf Ke Ke
u

πν σ
−

= Λ − Λ +
�

(2.89)

The introduction of a coefficient ( )1 2
0

8 exp / 83A π σ−= , which appears in the pa-
rameterization of the air–sea gas-transfer velocity, leads to the following expression 
for the renewal time:

2
2 3 4 1/20

* 0 0 0 02
*

27
(1 ) (1 / ).
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A
t a Rf Ke Ke

u

νπ −= Λ − Λ +
�

(2.90)

The expression for renewal time (2.90) is applicable only for nighttime conditions, 
when the surface flux is negative and, therefore Rf0  < 0. During daytime, solar heat-
ing can affect the renewal time by inhibiting convective instability of the near-
surface layer of the ocean. Moreover, in some regions of the ocean evaporation 
may be replaced by condensation of vapor at the ocean surface; the latent heat flux 
reverses its sign, and Rf0

 may become positive. In the next section, the definition 
of the surface Richardson number is extended for conditions of solar heating and 
condensation of vapor at the ocean surface.

2.5.3 � Convective Instability of the Cool Skin During Daytime

Under calm weather 3 4
0 0 ,Rf a − −<< − Λ  and the renewal time is determined by con-

vective instability. The positive buoyancy flux due to absorption of solar radiation 
may modify dynamics of the near-surface layer of the ocean. Woods (1980) pro-
posed the following Rayleigh-number criterion characterizing the influence of solar 
radiation absorption on thermally driven convection in the upper ocean:

[ ]4
0

2

( ) ( )
( ) ,T R R R

T

z gq f D f z
Ra z

α
νκ

−
=

�
(2.91)

where f zR ( ) is the solar radiation absorption function (defined in Sect. 1.4.6), qR0  
is the solar irradiance just below the sea surface, and D is the compensation depth 
defined from the following relationship:

q q f DR R0 0 1= −[ ]( ) .
�

(2.92)

The maximum of Ra z( )  is determined by

dRa z dz( ) / = 0� (2.93)
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With (2.91) and (2.92), condition (2.93) reduces to

4 1 00 0f z q q zdf z dzR R R( ) / ( ) / ,− +[ ] + =
� (2.94)

which is used to determine the value, z z= max (being somewhere between 0.7 D and 
0.9 D) so that Ra Ra zmax max( ).=  The absorption of solar radiation in water inhibits 
the thermally driven convection in the near-surface layer of the ocean when

( )4
max 0 0 0 max

max 2 1700
T R R R

cr
T

z g q q q f z
Ra Ra

α
νκ

 − + − = − < =
�

(2.95)

Under low and calm wind-speed conditions, the absorption of solar radiation may 
therefore dramatically increase the renewal time especially near midday. Such an 
extreme effect supposedly takes place in lakes and rivers under low wind-speed 
conditions and a strong insolation. In the open ocean, however, additional convec-
tive instability is caused by the increase in sea surface salinity due to evaporation. 
The effect of absorption of solar radiation and of the additional buoyancy flux due 
to evaporation from the ocean surface can be included into the renewal time pa-
rameterization (2.90) by extending the definition of the surface Richardson number 
(2.61) in the following way:

0 max

0 4
0 max*

( ( ) / ) for

( ) /  for
E T L S p E T crT

S p E T crp

Q Q I S c Q L Ra Rag
Rf

S c Q L Ra Rac u

β αα ν
β αρ

+ + + ≥
=  <�

(2.96)

In order to extend the parameterization to cases with positive latent heat flux (con-
densation), Rf0 should be reset equal to zero if it becomes positive according to 
expression (2.96).

2.5.4 � Model Calculations

Penetrating solar radiation is specified according to (1.59)–(1.60). There are also 
material coefficients to be set in the model as functions of temperature and salinity; 
they are , , , , ,  and .T T pL cν κ α ρ  As a first approximation, the influence of SST and 
salinity variability on the material coefficients is ignored, while the dimensionless 
product 0S Sβ  is fixed at 0.026.

In Fig. 2.27, vertical profiles of ∆TR , ∆Tc , and ∆T  within the upper 43 cm of 
the ocean have been calculated for three wind-speed and two heat-flux regimes 
from equations (2.75), (2.83), and (2.71), respectively. Shown in Fig. 2.27 are the 
instantaneous profiles developed after a surface renewal event at the end of the 
renewal time period (i.e., at t t= *

). The renewal time is determined from formula 
(2.89) with the surface Richardson number defined by equation (2.96).

As expected the low wind-speed regime shows the greatest temperature devia-
tions extending to depths of several centimeters (Fig. 2.27a, b). The model calcula-
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tions are consistent with the instantaneous temperature profiles in the open ocean 
that have been observed with the free-rising profiler (see Fig. 2.3).

In contrast, the profiles generated by the model for higher friction velocities 
(Fig. 2.27c, d) are affected by surface cooling and heating only very close to the in-
terface. The combined effect, ∆T z( ), shows a maximum in a small range of depths 
between 50 and 150 µm. Above this maximum, surface cooling prevails at high 
wind speeds, while for the values of energy fluxes chosen here, the net effect at low 
wind speed is a surface warming.

Calculations with different water types from Table  2.1 do not show the tem-
perature differences larger than 0.02 °C. The absorption and scattering of light in 
near-infrared band mainly determine the transmission of solar radiation within the 
upper few millimeters of the ocean. Dependence on the water type is small for this 
wavelength range.

Observation of SST by infrared radiometer averages over relatively large areas 
and shows an integrated contribution of the surface renewal process at different 
stages. Figure 2.28 shows the average temperature difference across the aqueous 

Fig. 2.27   Instantaneous vertical temperature profiles in the upper 3 cm of the ocean at the end 
of the time period between renewal events. The contribution of the solar heating (dash-dotted), 
surface cooling (dashed), and the combined effect (contiguous) are calculated from a renewal 
model for a, c Q0 = 140 W m−2, QE = 70 W m−2 and b, d Q0 = 70 W m−2

, QE = 35 W m−2. The top 
row (a, b) corresponds to free and the bottom row (c, d) to forced convection regimes. Solar irradi-
ance just below the sea surface IR(0)= 1000 W m−2, water temperature T0 = 29 °C, and salinity S0= 
36 psu are the same in all cases. Note the different temperature scale between the top and bottom 
pairs of diagrams
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thermal molecular sublayer ∆T, as well as its components ∆Tc
 and ∆TR ,  as a func-

tion of u*.  The main effect of solar radiation on the cool skin is observed at low 
wind speeds. Figure 2.29 shows the diurnal evolution of the temperature difference 
across the aqueous thermal molecular sublayer and the direct (interfacial) air–sea 
gas-transfer velocity under idealized insolation conditions. For low wind speeds, 
suppression of free convection due to the absorption of solar radiation has a strong 
effect on the gas transfer at the ocean–air interface. This is because the surface 
renewal time “jumps” at some threshold level of insolation. For the temperature 
difference across the aqueous thermal molecular sublayer, this effect is not as big 
as for the gas exchange because of the partial compensation of surface cooling by 
solar heating.

2.5.5 � Comparison with Daytime and Nighttime Cool-Skin 
Field Data

SST measurements in the western equatorial Pacific made by Hartmut Grassl from 
the R/V Vickers during TOGA COARE from 30 January to 26 February 1993 near 
156°E, 2°S have provided the data set that is particularly useful in validating pa-
rameterizations for the temperature difference across the cool skin. The SST data 
were taken with infrared radiometer. The bulk-water temperature was measured 
with a standard shipboard thermosalinograph pumping water from 3 m depth. At 
night, the temperature differences in the upper 3 m were usually very small (a few 
hundredths of a degree at most). During daytime the difference between SST and 
water temperature taken at 3 m depth could be affected by the presence of shallow 
diurnal thermocline as schematically shown in Fig. 2.30. In addition, precipitation 
effects result in a stable salinity stratification (the near-surface rain-formed halo-
cline), which is usually accompanied by temperature gradients. The likely presence 

Table 2.2   Comparison of different parameterizations and models for the temperature difference, 
∆T, between the sea surface and 4 m depth (ship’s thermosalinograph intake), with measurements 
made by Hartmut Grassl during TOGA COARE
Cool-skin model Diurnal mixed 

layer and ther-
mocline model

Night Day Day and night
Bias Std. dev. Bias Std. dev. Bias Std. dev.

H Included 0.32 0.27 0.28 0.23 0.30 0.25
S Included 0.14 0.10 − 0.02 0.19 0.05 0.15
PS PWP 0.06 0.13 0.14 0.20 0.10 0.17
SS PWP 0.01 0.13 0.06 0.20 0.03 0.17
SSm PWP 0.02 0.12 0.05 0.20 0.02 0.17
SS SK 0.06 0.11 0.10 0.18 0.08 0.15
The cool-skin models are labeled as follows: H (Hasse 1971), S (Schluessel et al. 1990), PS (Paul-
son and Simpson 1981), SS (Soloviev and Schlüssel 1996), and SSm (Soloviev and Schlüssel 1996 
with updated empirical constants); the diurnal thermocline models, PWP (Price et al. 1986) and SK 
(Stull and Kraus 1987). All temperature differences are in °C.
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of fine thermohaline structure in the upper few meters of the ocean under low wind-
speed conditions is one of the limitations of the cool-skin model validation. (More 
details about the fine thermohaline structure of the near-surface layer of the ocean 
can be found in Chap. 4)

As a first approximation, the temperature difference across the diurnal thermo-
cline (∆Td) can be accounted for with a model of the diurnal mixed layer and ther-
mocline. We make use of two types of models for the diurnal mixed layer and 
thermocline. The first model is that of Price et al. (1986), hereafter referred to as 
PWP. The second model is that of Stull and Kraus (1987), hereafter referred to as 
SK. The SK model is the so-called transilient (nonlocal) model, which represents 
the turbulent transport by a cascade of eddies. The absorption of solar radiation 
is simulated with nine spectral components for water type IB according to Jerlov 
(1976) classification (see Chap. 1, Table 1.2), because this type of water is typical  
for in the TOGA COARE domain.

Figure 2.31 compares parameterization (2.88), hereafter referred to as SSm, with 
the TOGA COARE data. Since the field measurements include both the thermal 
molecular sublayer and diurnal thermocline, a diurnal mixed layer model has been 
included, either PWP or SK (only the PWP model results are shown in Fig. 2.31c). 
Both mixed layer model calculations include the surface heat and radiation fluxes, 

Fig. 2.28   Temperature difference across the cool skin due to solar heating ∆TR ,  surface cooling 
∆Tc ,  and the combined effect, ∆ ∆T TR c+ ,  as a function of friction velocity u*  calculated from 
parameterization (2.88) for a Q0

= 70 W m−2, QE  = 35 W m−2, and b Q0 = 140 W m−2, QE = 
70 W m−2. The solar irradiance just below the ocean surface is IR0

= -1000 W m−2, water tempera-
ture T0 = 29 °C, and salinity S0= 36 psu are the same for both cases
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Fig. 2.29   Evolution of temperature difference across the cool skin and of the direct air-sea gas 
transfer coefficient during 24 h at three different friction velocities: a idealized diurnal cycle of 
the surface solar irradiance and the net surface heat flux, b renewal time, c temperature difference 
across the cool skin, d direct air-sea gas transfer coefficient for a Schmidt number Sc = 430 (CO2 
at 29 °C and 35 psu). In (b), (c), and (d) the dash-dotted, dotted and contiguous lines correspond 
to the condition of free convection ( u* = 0.001 m s−1), forced convection ( u* = 0.007 m s−1), and 
intensive surface waves breaking ( u* = 0.015 m s−1), respectively

 

Fig. 2.30   Schematic 
representation of the vertical 
temperature profile during a 
large diurnal warming event. 
Typical depth and tempera-
ture scales are shown (but 
may vary greatly)
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wind stress, and rainfall rates as measured from the R/V Vickers. (Technical details 
relating to mixed layer modeling in this case can be found in Soloviev and Schlüs-
sel 1996.) Figure 2.31d suggests that there is a phase shift between the PWP model 
prediction and field data under conditions of evening deepening. This is related 
to the slow, diffusive response of the PWP model during deepening of the diurnal 
thermocline. The SK model reproduces the SST evolution with no phase delay; it, 
however, results in a larger bias than the PWP model.

Table 2.2 compares several parameterizations and models of the cool skin with 
the TOGA COARE data set. The Paulson and Simpson (1981) parameterization (la-
beled PS), the Soloviev and Schlüssel (1996) parameterization (labeled SS), as well 
as the Hasse (1971) model (labeled H) are designed to calculate ∆T  during day and 
night. The parameterization specified by Schlüssel et al. (1990) is labeled S; it has 
the night- and daytime components. Models H and S implicitly include the effect 
of the diurnal thermocline (∆Td); PS, SS, and SSm are designed to parameterize the 
temperature difference ∆T across the thermal molecular sublayer (cool skin) only.

The SS cool-skin parameterization combined with the PWP model produces 
a bias of −0.03 °C and a standard deviation of 0.17 °C. The SS parameterization 

Fig. 2.31   Comparison of parameterization SSm with measurements during TOGA COARE. 
a hourly means of the surface solar irradiance IR0 (thin line) and net surface heat flux Q0 (bold 
line), b hourly means of friction velocity u*

 (bold line) and rain rate P (thin line), c calculated 
temperature difference across the cool skin (parameterization SSm, bold line) and across the diur-
nal thermocline with the PWP model, thin line), d hourly means of the difference between bulk and 
skin temperature as observed during COARE (thin line), parameterized by SSm plus PWP model 
(bold line). (After Soloviev and Schlüssel 1996)
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combined with a nonlocal model of the diurnal thermocline SK gives a slightly 
better standard deviation (0.15 °C) but larger bias (−0.08 °C). The SSm cool-skin 
parameterization, which represents the SS parameterization with updated constants 
( a0 0 23= . ,  Λ0 10≈ ,  and Kecr ≈ 0 18. ), produces a bias of −0.02 °C and a standard 
deviation of 0.17 °C.

Model S (including both cool-skin and diurnal thermocline parameterizations) 
and the PS + PWP model produced comparable results. Traditional parameterization 
H exhibits a larger bias and standard deviation. The H parameterization is, however, 
based entirely on data from a field experiment in the Northeast Atlantic Ocean and 
is not necessarily valid in other parts of the world ocean.

Though parameterization SSm, combined with the PWP model follows the main 
features of the field data (Fig. 2.31) and on average outperforms the other models 
brought to the analysis, in some situations, especially under low wind-speed condi-
tions, the “instantaneous” difference between the model and data exceeds 0.5 °C. As 
mentioned above, numerical models of the diurnal mixed layer and thermocline are 
not yet perfect, in particular under low wind-speed conditions. Improvement of the 
mixing parameterization is one of the closely related issues (see Sect. 1.7.5).

Note that the SS cool-skin model uses the Soloviev and Schlüssel (1996) version 
of the renewal model. New field data instigated a modification of the empirical co-
efficients entering this model, as described in Sect. 2.4.2. Qualitative comparison of 
the revised model with the COARE data set presented in has not been done.

Both mixed layer models, SK and PWP, account for the rain-formed stratifica-
tion in the near-surface layer. None of the cool-skin models mentioned in this sec-
tion, however, accounts for the rain-related effects that are the subject of the next 
sections.

2.6 � Cool and Freshwater Skin of the Ocean during 
Rainfall

Rain falling into the sea modifies the aqueous molecular sublayers through a variety 
of different effects. These effects include additional momentum flux and stabilizing 
buoyancy flux from air to sea, additional sensible heat flux of the rain, modification 
of physical water constants because of temperature and salinity changes, increase 
in the surface roughness, damping of short gravity waves, excitation of capillary 
waves at higher wave frequencies, and the surface mixing by droplets.

During rainfall the raindrops penetrate to tens of centimeters directly affecting 
the near-surface salinity. Rain falling on the sea surface also establishes a haline 
diffusive molecular sublayer with a salinity gradient. Schlüssel et al. (1997) refer 
to this layer as the freshwater skin of the ocean. The freshwater skin is only about 
50 µm thick. The salinity difference developing in the haline diffusive molecular 
sublayer can to some extent affect the interpretation of the radar and radiometric 
observations of the sea surface at low microwave frequencies. The dielectric con-
stant of water depends on the sea surface salinity at centimeter wavelengths (Lager-
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loef et al. 1995). The dielectric constant change may cause interpretation problems 
when remotely measuring wind speed or SSTs at these frequencies. The dielectric 
constant dependence on salinity may also be used for remote sensing of the sea 
surface salinity. Though the depth of the haline molecular sublayer is much less 
than the penetration depth of the electromagnetic radiation at these wavelengths, the 
exponential decay of the radiation energy entering the ocean can, however, make it 
sensitive to salinity changes in the skin layer.

An important effect is the dependence of gas solubility on salinity. For instance, 
a 1 % decrease in the seawater salinity results in a 0.5 % increase in the CO2 solubil-
ity and 0.1 % increase in the O2 solubility (Stephen and Stephen 1964; Riley and 
Skirrow 1965).

In view of the different effects that can be expected from rainfall on the surface 
molecular sublayer, Schlüssel et al. (1997) provide a comprehensive description of 
the modifications of this layer of the ocean due to precipitation. According to these 
authors, the impact of precipitation on the thermal and diffusive molecular sublay-
ers of the ocean includes the following processes:

1.	 The freshwater flux due to rain produces a buoyancy flux in the near-surface 
layer of the ocean, which tends to suppress convection (Ostapoff et al. 1973).

2.	 Raindrop temperatures are usually lower than the SST (Katsaros 1976). The 
precipitation falling into the ocean results in an interfacial sensible heat flux 
Qrs caused by small drops that do not penetrate into the ocean and in a volume 
heat flux QrV due to drops submerging into the ocean and gradually mixing with 
depth.

3.	 Changes in the temperature and salinity due to rain mentioned in the previous 
two points modify physical constants of sea surface water (Katsaros and Buett-
ner 1969). In particular, the kinematic viscosity increases with decreasing tem-
perature and decreases with decreasing salinity.

4.	 Rainfall can enhance the surface roughness as much as two orders of magnitude 
by generation of impact craters, Rayleigh jets, splash drops, and small waves 
(Houk and Green 1976).

5.	 Raindrops falling into the ocean fragment and partly remove surface films 
(Green and Houk 1979).

6.	 Raindrops penetrating through the surface disturb wave motions and damp the 
short gravity waves by reducing the amplitudes at which they break (Yakimov 
1959; Manton 1973; Tsimplis and Thorpe 1989; Le Méhauté and Khangaonkar 
1990; Poon et al. 1992). As a result, small-scale wave breaking intensifies and 
the surface renewal time period decreases.

7.	 Raindrops impact the sea surface and submerge into the ocean, generating addi-
tional surface renewals.

8.	 Raindrops obtain horizontal momentum from the airflow at cloud levels. These 
raindrops subsequently pass this momentum to the atmospheric boundary layer 
and to the sea surface, adding to the wind stress that acts on the surface (Caldwell 
and Elliot 1971). All the momentum of the drop is transferred to the ocean, as 
opposed to only a small fraction the air.
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9.	 The freshwater skin coexisting with the cool skin is subject to irreversible ther-
modynamic processes due to significant local temperature and salinity gradients 
(Doney 1995).

Schlüssel et al. (1997) made an attempt to quantify the various effects of rain on the 
aqueous molecular sublayers. The irreversible thermodynamic processes in the pres-
ence of the cool skin and freshwater skin, however, have not yet been quantified.

2.6.1 � Effects of Rain on the Cool Skin

Following again the same approach as in Sect. 2.4.2, consider a fluid element ad-
jacent to the sea surface that participates in the process of cyclic renewal of the 
surface water in the presence of rain. Initially, the fluid element has a uniform tem-
perature equal to the bulk-water value Tw . As it is exposed to the interface, the 
molecular diffusion law governs the evolution of the temperature difference across 
the thermal sublayer.

In the framework of the surface renewal theory described in Sect. 2.4.2 the tem-
perature change between subsequent renewal events in the thermal molecular sub-
layer of the ocean including a volume source is described by the molecular diffusion 
equation similar to (2.68) but, instead of solar radiation term, including the volume 
source of heat due to rain:

0( ) ,V
T r

fT T
P T T

t z z z
κ ∂∂ ∂ ∂ = − −  ∂ ∂ ∂ ∂�

(2.97)

where fV
 is the volume source function defined according to (1.78) and Tr  the 

raindrop temperature. We ignore here the difference between specific heats and den-
sities of seawater and rainwater.

The surface boundary condition is defined by rain-induced surface heat flux 
(1.80):

( ) ( )0 1 0 .rs
T r V

p

QT
P T T f

z c
κ

ρ
∂

− = = −  −  ∂
�

(2.98)

Instead of the volume heat source due to the absorption of solar radiation, equation 
(2.97) includes the volume source of heat due to raindrops mixing with their envi-
ronment. In order to reduce the problem of the rain effect to the already considered 
problem of the solar radiation effect on the cool skin, Schlüssel et al. (1997) ap-
proximated the volume source function in (2.97) by a sum of exponentials (similar 
to the solar radiation absorption function):
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where lς  and lψ  are coefficients obtained by a nonlinear least-squares fit. The re-
quirements, lς  > 0 and lψ  > 0, resulted in Nr  = 14 terms for a good fit. The numeri-
cal values of these coefficients for rc  = 0.40 mm and rc  = 0.75 mm can be found in 
the original publication of Schlüssel et al. (1997).

The solution to a linear problem (2.97)–(2.98) with a homogeneous vertical tem-
perature profile as the initial condition is obtained in the same way as for equation 
(2.97) (for details, see Sect. 2.5.1). The temperature difference between the SST 
∆T tr ( , )0  and the bulk-water temperature is then as follows:

∆ ∆ ∆T t T t T tr rs rv( , ) ( , ) ( , )0 0 0= +� (2.100)

where
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lated to the surface flux of rainwater, while the second term is related to the volume 
source of rainwater.

In accordance with the renewal concept, this temperature difference should be 
averaged over time by weighting with probability density p t( )  of the surface re-
newals:
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which is used together with (2.101) and the lognormal probability density function 
of the surface renewals similar to (2.87)–(2.88); this allows the numerical integra-
tion that gives the modification of the cool skin caused by the sensible heat flux 
related to the rain.

2.6.2 � Freshwater Skin of the Ocean

Besides the modification of the cool skin, rainfall creates a freshwater skin on the 
top of the ocean where a salinity flux takes place via molecular diffusion (Schlüs-
sel et al. 1997). Under no-rain conditions, evaporation at the sea surface increases 
salinity, which tends to destabilize the near-surface water enhancing the renewal 
process at the surface. However, when rain starts, the part of the rain that does not 
submerge into the ocean can compensate for the evaporation effect and create a 
stably stratified freshwater skin. This is analogous to the conversion of the cool 
skin into its antipode, the warm skin, which sometimes occurs under conditions of 
strong insolation. Consequently, this freshwater effect on diffusion can be described 
by the diffusion equation in analogy to equation (2.97) that was derived for the 
thermal sublayer:
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�
(2.104)

where µ  is the coefficient of molecular salinity diffusion and fV
 is the volume 

source function due to rain submerging into the ocean.
The surface boundary condition for salinity flux due to rain that is to be included 

in the boundary condition for the diffusion equation (2.104) is as follows:

[ ]0 1 (0) .rs V

S
J S P f

z
µ ∂

− = = −
∂�

(2.105)

Assuming that

∆S Sw<< ,� (2.106)

the salinity S and its surface value S0, entering equations (2.104) and (2.105), re-
spectively, are both replaced with the bulk-water salinity Sb

. The solution to the 
linear problem (2.104)–(2.106) is then obtained in the same way as in Sect. 2.5.1 
(as well as in the previous section, Sect. 2.6.1):

�
(2.107)∆ ∆ ∆S t S t S tr rs rv( , ) ( , ) ( , ),0 0 0= +
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where

2 2 3 3
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The first term on the right side of (2.107) is related to the surface flux of rainwater, 
while the second term is related to the volume source of rainwater.

The first term on the right side of (2.100) is related to the surface flux of rainwa-
ter, while the second term is related to the volume source of rainwater.

The salinity difference should be averaged over time by weighting with prob-
ability density p t( )  of the surface renewals:

∆ ∆S p t S t dtmr= ( ) ( )
∞

∫
0

0,

�
(2.108)
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(2.109)

Solutions (2.109) hold for the linear case only under an assumption that S Sw≈  (i.e., 
∆S Sw<< ) and physical properties of seawater do not change substantially because 
of the salinity dependence. The properties that could be affected by the rain-caused 
changes in sea surface salinity are the thermal expansion coefficient, kinematic vis-
cosity, density, specific heat, and latent heat of vaporization. The large salinity dif-
ferences arising from substantial freshwater influx and relatively long renewal times 
would require a nonlinear solution to (2.104)–(2.105). However, as shown in the 
next section, under moderate and heavy rain conditions the renewal time is restricted 
to very small values, while in light rain the drop of surface salinity remains relatively 
small so that the solution for the nonlinear case may not be required in most cases.
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2.6.3 � Surface Renewals Due to Rain Mixing

Small raindrops do not produce an impact crater on the sea surface, while large 
drops do, disturbing the aqueous molecular sublayer. The area covered by each 
impact crater is subject to a surface renewal event since the impact crater is deeper 
than the conductive layer and represents a “catastrophic” event for the molecular 
sublayer (Engel 1966). (Note that spray droplets from breaking waves also have to 
be considered in this regard.)

Rodriguez and Mesler (1988) studied drops falling from low heights into pools 
of liquid; they found that the impact crater radius rk exceeds about two to three 
times the corresponding drop radius r0. Drops falling from higher altitudes generate 
even bigger craters, with radii up to r rk ≈ 4 0  (Prosperetti and Oguz 1993). Dimen-
sional analysis conducted by these authors suggests that the radius of the impact 
crater can be represented by a formula

1/4
1/4

0 0

8
,

3k cr r Fr r Frϕ = ≈  �
(2.110)

where Fr w grt= 2
0/  is the Froude number, g is the acceleration of gravity, wt

 is 
the terminal velocity of raindrops, and 1/4(8 / 3) 1.278cϕ = ≈  is a dimensionless 
constant. Relationship (2.110) has been supported by observations of Pumphrey 
and Elmore (1990). Comparison with data from Engel (1966) suggests a somewhat 
smaller constant of about 1.05cϕ = . This discrepancy is nevertheless relatively 
small compared to other uncertainties relating to rain-induced mixing (e.g., the size 
distribution of droplets).

The terminal velocity of raindrops falling on the ocean surface can be estimated 
from an empirical formula given by Best (1950):

( )( )01 exp / ,tw w r r
υ

υ υ
 = − − �

(2.111)

where 9.43wυ =  m  s−1, 31.77 10rυ
−= ×  m, and υ = 1.147. For radii 0 3 10 3. × −

m < r0 < 6 10 3× − m, representing the majority of the raindrops, (2.111) is approxi-
mated within 0.1 m  s−1 accuracy by

( )1 2 0exp /tw w b b r rυ υ = − − �
(2.112)

where b1 1 0528= .  and b2 1 07733= . . Substituting wt  from (2.112) into (2.110) 
transforms formula (2.110) into a functional dependence of the impact crater radius 
solely on the raindrop radius:

( )
1/422

1 2 0

0
0

exp /
.

u

k c

w b b r r
r r

gr
υϕ

  − −  =
  �

(2.113)
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The area that is subject to renewal due to the raindrop impact is equal to the impact 
crater area. The number of drops of size r dr0 0±  that reach the surface per unit 
time and unit area is n r w r drt( ) ( ) ,0 0 0  where n r( )0  is the drop size distribution in 
the atmosphere near the water surface. Respectively, Craeye and Schlüssel (1998) 
represented the crater flux density (i.e., the production rate of crater area per unit 
area and unit time) as follows:

2
0 0 0 0( ) ( ) ( ) .

c

k k t

r

F r r n r w r drπ
∞

= ∫
�

(2.114)

Representing the distribution of the rain above the sea surface by the Marshall–
Palmer drop size spectrum (1.64) and substituting relationships (2.112) into equa-
tion (2.114), and (2.113) into (2.114) results in the following formula:

( )

( ) ( )

1/222
1 2 02 2

0
0

0 1 2 0 0

exp /

exp / .

c

k c

r

w b b r r
F r

gr

n r w b b r r dr

υ υ

υ υ

π ϕ
∞   − −  =

  

 × − − 

∫
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(2.115)

The renewal time is then defined as the inverse of the impact-flux density Fk,

t Fr k* /= 1� (2.116)

The calculation of the integral on the right side of (2.115) and substituting the result 
into (2.116) leads to
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(2.117)

where Γ  is the incomplete gamma function.
Figure  2.32 shows the surface renewal time t r*  as a function of rain rate P. 

The rainfall strongly influences the renewal time even for low rain rates. For 
P > 2 mm h−1, the rain-induced surface disruptions dominate the renewal process in-
cluding the surface renewals caused by breaking wavelets or long breaking waves. 
In calm situations, even light rainfall easily surpasses the effect of free convection 
on the renewal time.

Figure 2.33a shows the skin cooling due to rainfall for renewal times determined 
by the rain as a function of rain rate. The variation of the volume flux of heat with 
rain rate is compensated by the rain-induced mixing, leaving an almost constant, 
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but small temperature difference that depends on the difference between surface 
and rain temperatures only (the latter is here held constant at 5 °C). The effect of 
surface heat flux, however, does increase with rain rate. Nevertheless, at rain rates 
below 50 mm h−1 the temperature difference across the cool skin does not exceed 
∆T = −0 08. °C for the given surface versus rain temperature difference.

Figure 2.33b shows the freshwater skin due to rainfall for renewal times deter-
mined by the rain. The maximum salinity difference across the diffusion sublayer 
does not exceed ∆S = 5 psu for rain rates up to 50 mm h−1. It is, nevertheless, a 
dramatic salinity change compared to the range of typical salinity variations in the 
ocean. The drop in the surface salinity due to rain is mainly due to the surface com-
ponent of the freshwater flux; the contribution of submerging raindrops appears to 
be small.

The combined renewal time can be derived by considering renewal events caused 
by skin friction and kinetic energy fluxes and rain-induced renewals as independent 
processes. Hence, within a given time period, the number of total renewals equals 
the sum of renewals due to rain t r*  and renewals due to momentum and energy flux-
es t f* .  The combined renewal time is then given by formula suggested in Schlües-
sel et al. (1997):

1 1 1
f rt t t∗ ∗ ∗

= +�
(2.118)

Fig. 2.32   Surface renewal time due to rain calculated from (2.117) as a function of rain rate for 
two critical radii rc . (After Schlüssel et al. 1997)
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2.6.4 � Buoyancy Effects in Molecular Sublayer Due to Rain

At the sea surface from the waterside ( z → −0 ) the vertical flux of buoyancy is as 
follows:

( ) ( )0 0 0' .T E
z E T L rs S S rs

p

g Qg
B w Q Q Q Q S g gQ

c L

αρ β β
ρ ρ ρ→−= − = − + + + − −′

�
(2.119)

The buoyancy flux due to rain stabilizes the upper ocean, which affects the dy-
namics of molecular sublayers. The description of this effect is included through a 
modification of the surface Richardson number Rf0

4
0 0 */ ,Rf B uν= −� (2.120)

where B0  is defined in (2.119).
Expression (2.120) accounts for surface fluxes only; volume absorption of solar 

radiation or raindrops submerging into the ocean complicates the analysis. In the 
general case, the approach described in Sect. 2.5.3 can be applied: B0  is set to zero 
when the maximum Rayleigh number is less than the critical value for negative val-

Fig. 2.33   Skin cooling by 
rainfall with a typical rain 
drop temperature of 5 °C 
below the sea surface tem-
perature (a) and freshwater 
skin due to rainfall at bulk 
salinity of Sw = 35 psu (b), 
both as a function of rain rate 
with respect to renewal times 
determined by the rainfall; 
the total effects are shown by 
the solid line, the effects due 
to drops penetrating into the 
ocean by the dashed lines and 
that due to surface heat flux 
by the dotted lines. (After 
Schlüessel et al. (1997). 
Reproduced with permission 
from Springer Science and 
Business Media)
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ues of Rf0 ; positive values of Rf0  are always set to zero. Estimates, however, show 
that even for very low rain rates the buoyancy flux due to freshwater input is stron-
ger than the counterparts due to the thermal convection and evaporative surface 
salinity increase. Under low wind-speed and rainy conditions Rf0  easily becomes 
zero, leading to very high values of t f* . Below a certain rain rate ( 0.1~  mm h−1) 
the buoyancy effect inhibits the additional mixing due to rain, while, the additional 
mixing due to rain prevails at larger rain rates.

The analysis of Fig. 2.33 also suggests that the contribution of the volume fresh-
water flux into the diffusion molecular sublayer (freshwater skin) is relatively small 
compared to that of the surface freshwater flux. The contribution of the volume 
source into the freshwater skin is negligible in most cases.

2.6.5 � Rain Effects on Sea Surface Roughness

Disruptions of the sea surface produced by rain increase the sea surface roughness. 
The Rayleigh-jet columns, together with the raindrops on their tops and the wave-
lets radiated from the drop impact zones, are roughness elements that can increase 
the surface roughness beyond the wind-induced roughness. The roughness elements 
produced by the rain do not propagate as the wind-induced waves do and therefore 
resemble fixed obstacles such as roughness elements on land surfaces.

The molecular sublayers of the surface ocean are mainly controlled by the tan-
gential shear stress. The flow above the surface is aerodynamically smooth as long 
as the height of the roughness elements is smaller than *5 / uν , where ν  is the ki-
nematic viscosity and u*  is the friction velocity of the air (Schlichting 1979). In the 
aerodynamically smooth flow, the momentum is passed to the ocean by skin friction 
only. If the roughness elements are greater than *70 / uν , the flow is aerodynami-
cally rough, and the momentum transfer is affected by the form drag. Figure 2.34a 
shows the smooth and rough regimes as a function of friction velocity. There is a 
transition zone between these regimes, where both skin and form drag are impor-
tant. The Rayleigh-jet that extends a centimeter or more into the air (Siscoe and 
Levin 1971) therefore affects form drag, except for situations with very low friction 
velocities when the thickness of the viscous sublayer increases without bound.

Engel (1966) proposed a formula for the maximum height of the waves directly 
adjacent to the impact craters generated by drop impacts:

1/21/23 2 2
0

,max 0 1 2 32 2
r t s s

w

r w
h

g gg

ρ σ σα α α α
ρ ρρ

  
= + −  

  �

(2.121)

where sσ  is the surface tension of the sea surface, 0 33.33,α =  8
1 1.2 10 ,α = ×  

10
2 3.1149 10 ,α = ×  and 5

3 1.7649 10 .α = ×  Figure  2.34a shows dependence of 
hw,max  on the drop radius (2.121) with the terminal velocity parameterized accord-
ing to (2.111); the flow is smooth no matter what the drop size is for very small fric-
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tion velocities owing to the unbounded increase in the viscous sublayer thickness. 
With increasing friction velocities, drops with radii greater than about 1 mm lead 
to waves that cause a rather rough flow, while waves produced by smaller drops do 
not disturb the flow smoothness.

Smooth surface waves contribute to the surface roughness in a different way 
compared to random roughness elements. According to Motzfeld’s (1937) experi-
ment in a wind tunnel, the drag coefficient at a height of 0.2 m over surface waves is 
about seven times smaller than that over a surface with rough elements of the same 
size. Schlüessel et al. (1997) estimated that under the assumption of a logarithmic 
wind profile this implies a reduction of the roughness length of the rain-induced 
wavelets by a factor of 0.4 when compared to the roughness length of random 
rough elements of the same height. This effect leads to some increase in the wave 
height above which the flow becomes rough shown by the curve labeled h rw red, ( )0  
in Fig. 2.34a. Taking into account the Marshall–Palmer drop-size distribution (1.64) 
an upper limit of the mean height of the wavelets is estimated from the formula

h P h n r dr n r drw red w red

r rc c

, , exp / exp( ) = ( ) ( )









∞ ∞

∫ ∫0 0 0 0 0 02 2Λ Λ 
�

(2.122)

Fig. 2.34   a Separation of 
aerodynamically smooth and 
rough domains (dashed cur-
ves) with the transition region 
indicated by the hashed area, 
maximum ( hw, max( r0), solid) 
and reduced ( hw, red( r0), dot-
ted) heights of the rain-indu-
ced wavelets depending on 
drop radius r0 and the relation 
between wind speed u10 and 
friction velocity of the air 
u* (thin solid); b roughness 
length z0 of wind-roughed 
surface (dashed) and rain-
induced wavelets (solid) as a 
function of friction velocity 
of air u* and rain rate R, 
respectively, as well as the 
relation between wind speed 
and friction velocity (thin 
solid). Note: axes on opposite 
sides are not independent. 
(After Schlüessel et al. 
(1997). Reproduced with 
permission from Springer 
Science and Business Media)
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Formula (2.122) implies that the rain-induced waves do not decay and uniformly 
cover the sea surface. Equation (2.122) has been resolved substituting (2.112) into 
(2.121) and subsequently approximating

3/4
, 0 1 0 2 0(1 exp( / )),w redh r r rυβ β β= + − −

�
(2.123)

where 0 0.0129β =  mm, 1 1.60686β = mm1/4, and 2 1.0978.β =  The resulting re-
lationship is
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= + Γ Λ
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�

(2.124)

Figure 2.34b shows the roughness length calculated for the rain-induced wavelets 
using a coarse estimate given by Lettau (1969) as 

1.19

0 ,0.058 .r w redz h≈  For comparison 
purposes, the roughness length z C0  of the wind-induced surface roughness under 
neutral conditions according to Charnock’s (1955) formula is also given on this 
composite plot. The above estimate for the rain-induced roughness length is the 
maximum possible value, requiring an optimal drop impact and a surface uniformly 
covered with rain-induced wavelets. Wave interactions, which have been neglected 
here, likely result in greater wave heights.

The rain-induced roughness increases strongly with rain rates up to about 2 mm 
h−1, while at higher rain rates z r0  increases only slightly (Fig. 2.34b). Only for air 
friction velocity less than approximately 0.15 m s−1 can the rain-induced waves ap-
preciably contribute to the surface roughness. Charnock’s (1955) formula employed 
for the calculation of z0C in Fig. 2.34b, however, does not work under low wind-
speed conditions. In fact, due to viscous effects, the surface roughness under low 
wind stresses increases with decreasing wind.

Figure  2.34b exhibits considerable differences in the rain-induced roughness 
lengths compared to those from laboratory studies by Houk and Green (1976). 
This is because of a more realistic raindrop spectrum employed by Schlüessel et al. 
(1997), which also covers many small, submillimeter drops, while in the laboratory 
the effect of large drops (several millimeters in diameter) had been mainly investi-
gated. The large drops in fact cover a very small portion of the natural spectrum of 
raindrops (Pruppacher and Klett 1978).

The rain-induced stress leads, together with the wind stress, to increased surface 
wind-drift currents. This effect coexists with the attenuation of short gravity waves 
by enhanced turbulence in the upper ocean during rainfall (Tsimplis and Thorpe 
1989). The rain-induced wind-drift currents also reduce the amplitude threshold at 
which short gravity waves break (Philips and Banner 1974).

From investigations in a wind–wave tank, Poon et al. (1992) found that gravity 
waves in the frequency range between 2 and 5 Hz decay during rainfall. At the same 
time, the spectral density of wave slopes in the frequency domain between 10 and 
100 Hz drastically increases. The latter effect is due to rain-induced waves; how-
ever, it is pronounced only under low wind-speed conditions. The results of experi-
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ments in a wind–wave tank by Yang et al. (1997) are consistent with the Poon et al. 
(1992) findings but provided some more details to the rain effects on fine structure 
of wind waves.

Due to damping of short gravity waves, a substantial part of the momentum 
transferred to the ocean by form drag under non-precipitating situations is instead 
transferred by skin friction during rainfall. This results in decrease of the surface 
renewal time, which is concurrent with the damping of short gravity waves.

2.6.6 � Flux of Kinetic Energy Carried by Rain

According to Tsimplis (1992), the flux of kinetic energy carried by rain with a uni-
form drop size distribution is

21
.

2k tF Pwρ=
�

(2.125)

In order to include the effect of natural drop size distributions, Craeye and Schlüssel 
(1998) introduced the spectral rain rate falling on the sea surface

( )
0

3
0 0

4

3 t

dP
r n r w

dr
π=

�
(2.126)

Fig. 2.35   Friction velocity in the upper ocean attributed to the flux of kinetic energy carried by 
rain as function of rain rate for two values of critical radii rc

 calculated from (2.130). (After 
Schlüssel et al. 1997)
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which leads to a kinetic energy flux of
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(2.127)

For rain with a drop size distribution (1.64) and terminal velocities described by 
(2.112) the kinetic energy flux is then determined by
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where only drops entering the ocean ( r rc0 > ) are considered. The solution is
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(2.129)

The equivalent friction velocity scale in the upper ocean is

( )1/3

* /r ku F ρ=
�

(2.130)

Figure 2.35 shows the friction velocities corresponding to the flux of kinetic energy 
carried by the rain as a function of rain rate for two critical radii rc. The friction 
velocity in water u*

reaches 3 cm s−1 at P = 50 mm h−1.

2.6.7 � Combined Effect

The enhancement of the near-surface mixing by rain is estimated by accounting for 
the area impacted by the raindrops of given rain rate and size distribution. It turns 
out that the interval between rain-induced surface renewal events can be far shorter 
than for wind-generated renewal events, which strongly reduces the temperature 
difference across the cool skin. However, for small rain rates this can be counter-
acted by the density stratification caused by the freshwater input. Subsequently, the 
extra momentum carried by the rain to the surface is accounted for, and the creation 
of additional surface roughness by rain-induced waves is estimated. The enhanced 
surface stress causes increased wind-drift currents, which, according to laboratory 
observations, can reduce the amplitude threshold for short gravity waves to break. 
This effect is parameterized as a function of rain rate. The rain-induced changes of 
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physical properties of seawater become important at low wind speeds, while the ef-
fect of surface film fragmentation and removal by rain is believed to be negligible 
in affecting the molecular sublayer (Schlüessel et al. 1997).

Schlüessel et al. (1997) incorporated all of the effects described above in a sur-
face renewal model in order to study the combined effect of the processes involved 
in the physics of the aqueous molecular sublayers at the ocean surface. Figure 2.36 
shows temperature differences for wind speeds of U10  = 1, 5, 10, 15 m s−1 for an air–
sea temperature difference of 1 °C, a dew point difference of 6 K, a net longwave 
radiative flux of 70 W m−2, and a solar irradiance of 1,000 W m−2. (Note that fixing 
the radiative fluxes as done here is unrealistic, but is done to illustrate the physics. 
As wind and rain rate increase, clouds will change, certainly affecting both short-
wave and longwave components.) The turbulent heat fluxes are calculated from the 
TOGA COARE bulk flux algorithm version 2.5b (Fairall et al. 1996). For the situa-
tions simulated, the corresponding latent and sensible heat fluxes are QE  = 33, 107, 
186, 252 W m−2 and QT  = 2, 7, 11, 14 W m−2. The rain temperature is assumed equal 
to the wet-bulb temperature calculated from the psychometric equation; its value is 
Tr  = 20.6 °C when compared to the surface temperature of T0  = 25 °C.

Figure 2.36 suggests that the most pronounced effect is due to additional mixing 
caused by the rain. This is observed at low rain rates where the rather high tempera-

Fig. 2.36   Temperature differences across the thermal molecular sublayer as a function of rain rate 
for a U10

= 1 m s−1, b U10
= 5 m s−1, c U10

= 10 m s−1, and d U10
= 15 m s−1. The curves correspond 

to differences due to cooling by turbulent and long wave fluxes (thin solid line), warming due to 
the absorption of solar radiation (dashed line), rain-induced cooling (dotted line) and the combined 
effect (thick solid line). (After Schlüessel et al. 1997. Reproduced with permission from Springer 
Science and Business Media)
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ture differences prevailing in the non-precipitating situations quickly drop to low 
values when the rain rate increases to a few mm h−1. However, with further rain rate 
increase the temperature difference weakens. It is remarkable that the temperature 
differences do not vanish even for precipitation rates of 50 mm h−1. The additional 
skin cooling by the rain increases with rain rate though it does not exceed −0.1 K. At 
low wind speeds and very low rain rates the combined effect of solar warming and 
cooling by the turbulent and longwave fluxes results in a warm skin. At higher wind 
speeds, the combined effect shows a minimum skin cooling at a distinct rain rate, 
which depends on the actual friction velocity. Further increasing rain rates lead to a 
slightly enhanced cooling due to the rain-induced heat flux (Fig. 2.36b–d).

2.6.8 � Comparison with Data

The surface renewal model including the precipitation component described above 
has been tested by Schlüessel et al. (1997) with the COARE data taken from the 
R/V Vickers in January–February 1993 near 156 °E, 2 °S and from the R/V Wecoma 
near 156 °E, between 2 °S and 5 °N (Fig. 2.37). The frequent convective rain in the 
western equatorial Pacific shows strong variability with rain rates ranging from 
less than 0.1 to more than 100 mm h−1; this tests the parameterization under a great 
variety of situations.

The R/V Vickers surface fluxes in the Schlüessel et al. (1997) comparison were 
identical to those shown in Fig. 2.31. The calculated temperature differences across 
the cool skin that were caused by surface and volume cooling due to the rain showed 
values generally below 0.05 °C; only one case with heavy precipitation exceeding 
100 mm h−1 gave a cooling by more than 0.1 °C. There were just a few cases with 
strong daytime precipitation; during these rare periods the solar warming of the skin 
was about halved, according to the model. During nighttime the net effect of rain on 
the cool skin was rather small. Apart from several cases with strong rain when the 
cool skin was reduced by rain-induced mixing to values below 0.1 °C, the effects of 
mixing and additional cooling partly canceled each other during this observation in 
the western equatorial Pacific Ocean.

Similar to the analysis shown in Fig. 2.31a, quantitative comparison of the pa-
rameterization with measurements of the skin versus bulk temperature difference 
from the R/V Vickers required that the temperature difference between the bulk 
sampling depth (i.e., the depth of the thermosalinograph intake) and the surface 
microlayer was accounted for. This temperature difference was calculated with the 
mixed-layer model of Price et al. (1986) (PWP).

The overall agreement of the cool-skin parameterization including rain is slightly 
better when compared to the results presented in Fig. 2.31. While the RMS error re-
mains unchanged (0.17 °C), the small bias of 0.03–0.02 °C found earlier (Table 2.2) 
has now vanished completely. This is also true for the night and daytime data con-
sidered separately. In view of the skin measurement errors and the relatively small 
amount of data (total sample size of hourly means is 578) the result of this com-
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parison is rather an indication that the inclusion of the rain parameterization in the 
surface renewal model is useful.

Paulson and Lagerloef (1993) performed a pilot study of the near-surface salinity 
under rainy conditions in the tropical Pacific Ocean near 156 °E and between 2 °S 
and 5 °N. From the R/V Wecoma during COARE leg 2, they collected surface water 
from the upper 2–3 cm of the ocean with a scoop and hose. The temperature and 
salinity of the water were measured with a thermosalinograph. The salinity mea-
surements were accompanied by detailed measurements of surface meteorological 
parameters including rain rates and downwelling shortwave and longwave radia-
tion. Schlüessel et al. (1997) averaged these data sets over hourly intervals and used 
them with the surface renewal model to estimate the parameters of the freshwater 
skin of the ocean.

Figure 2.37 shows time series of the rain rate, the salinity difference across the 
freshwater skin, and the salinity measured at the surface for a rainy time period in 
January 1993. The direct comparison of the model and field data is not feasible 
because the model calculation is for the freshwater skin (the upper few tens of mi-
crometers of the ocean only), while the measured salinities include surface water 
from the upper few centimeters.

Fig. 2.37   Parameterization of the freshwater skin during raining episodes of COARE; a hourly 
mean rain rates, b calculated hourly mean salinity difference across the haline molecular layer 
(solid) and across the upper part of the mixed layer (dotted), c hourly mean salinity of water 
collected from the upper 2–3 cm of the ocean; the labels of the time axis identify the end of the 
days in UT. (After Schlüessel et al. 1997. Reproduced with permission from Springer Science and 
Business Media)
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Schlüssel et al. (1997) assumed that the freshwater skin layer must account for 
the greater part of the observed salinity changes because even heavy rainfall ( ≈ 60
mm h−1) alters the salinity in the upper mixed layer by less than 1 psu (Kantha and 
Clayson 1994). Because the wind speeds during this experiment were rather low, 
the salinity changes in the mixed layer can be expected to be slightly higher. Calcu-
lations with the model of Price et al. (1986) show maximum differences exceeding 
2 psu over the top half meter on 3 January that are of the same magnitude as the 
difference across the freshwater skin. The observed salinity changes on this day are 
up to 4 psu (some of this signal may, however, be associated with nonlocal rain).

For other rainfall events during this time series, the observed salinity differences 
in the mixed layer are generally smaller than those across the skin. A full explana-
tion of the salinity deficits measured can only be given by considering the combined 
differences across the skin and mixed layers, which has not yet been done.

2.6.9 � Discussion

Of the various processes that can modify the molecular layers during rainfall, the 
most important appears to be the rain-induced mixing that leads to enhanced surface 
renewals and the additional surface and volume cooling by raindrops with tem-
peratures below the SST. Simulations with the renewal model have shown that the 
additional surface cooling by rain could exceed 1 °C, if the rain did not affect the 
surface renewal time. Nevertheless, the additional mixing and the implied increase 
in renewal frequencies limit the effect to less than 0.1 °C when the rainwater is 5 K 
cooler than the sea surface. The more impressive effect is the creation of a haline 
molecular diffusion layer during rainfall—a freshwater skin of the ocean—that ex-
hibits salinity differences greater than 4 psu during strong rains.

Since laboratory studies overemphasized large drops that are a small fraction of 
the natural raindrop spectrum, the calculations of the rain-induced surface rough-
ness for a realistic drop size spectrum show that this effect has been overestimated 
in the past (Houk and Green 1976). The wind-induced surface roughness is more 
important than that caused by rain except during low wind-speed conditions.

The application of the cool-skin parameterization, including the rain component, 
to the field measurements taken during COARE, shows some additional surface 
cooling that is still generally less than 0.1 °C. The cooling and mixing effects of 
the rainfall on the molecular sublayer partly compensate each other so that the net 
effect on the temperature difference almost vanishes. Nevertheless, the measured 
bulk versus skin temperature difference across the cool skin shows a reduction of 
systematic deviations of parameterized from measured differences when the rain 
effects are included. The errors in the measured parameters and parameterization of 
the turbulent surface fluxes that enter the surface renewal and mixed layer models, 
however, prevent a statistically significant improvement between the measured and 
parameterized cool skin. The salinity changes during rainfall observed in the upper 
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2–3 cm of the ocean can only be explained when the salinity difference across the 
haline molecular diffusion layer is included.

Studies of rain impacts on the sea surface have been limited to a single rain drop-
size distribution, namely the Marshall–Palmer distribution. While this limitation is 
due to the fact that it is a distribution based on the rain rate as the only available rain 
parameter (which is really not a justification), the effects induced by a more precise 
drop-size distribution should be assessed. Further work is necessary to analyze the 
effect of high-latitude types of precipitation on the molecular boundary layers. For 
example, snowfall certainly leads to enhanced surface cooling without much vol-
ume flux, while hail falling on the sea surface penetrates deeper into the ocean than 
rain but subsequently returns to the surface. Precipitation in the form of hail results 
in more complicated surface and volume fluxes, because of a prolonged decay time 
compared to rain or snow.
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