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Abstract

The hydrodynamics of a system where there is a coupled flow above and below a sediment–water interface (SWI) are not completely
understood. We numerically simulate mean two-dimensional, unidirectional, steady, viscous flow in these systems using a sequentially
coupled formulation. Simulations were conducted to determine fundamental relationships between bedform geometry, Reynolds number
for the water-column flow (Re), interfacial exchange zone depth (dz) in the sediments, and flux through the SWI (qint); the latter two
parameters play a significant role in biogeochemical and aquatic-life processes across the SWI. dz and Re are functionally related through
an asymptotic growth-curve model while qint and Re follow a power function. These relationships are dynamically explained by the man-
ner in which pressure gradients along the SWI develop due to current–bedform interactions at different Res and by Darcy’s Law. We
found that the coupling between water column and exchange zone flow is controlled by the behavior of the water-column eddy. The
eddy detaches at or near the point of minimum pressure along the interface, and reattaches near the point of maximum pressure. These
two critical points determine the pressure gradient along the bed surface that controls the exchange zone flow field. Moreover, the reat-
tachment point corresponds to flow divides within the sediments. Lastly, pore-water velocities drop with depth below the SWI, and are
larger below the bedform crests than below the troughs.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

1.1. Relevance and previous work

The physical and biogeochemical complexity of the sedi-
ment–water interface (SWI) or transition zone between ben-
thic water and pore water, sometimes referred to as the
‘‘hyporheic zone’’ in freshwater aquatic systems, has not
been investigated in detail. However, we know that ecologi-
cally and environmentally significant processes occurring in
these zones control the distribution of solutes, colloids, dis-
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solved gases and biogeochemical reactions from ripple to
global scales [3,11,17,18,23,31,33,35,38,50], and thus affect
the distribution of benthic flora and fauna in lakes, oceans,
bays and estuaries [7,17,35], as well as hyporheic and ripar-
ian organisms in fluvial systems [14,15,46].

While field and laboratory observations are necessary
for a comprehensive understanding of interfacial exchange
processes, fundamental advancements are made when these
empirical data are verified or reproduced through mathe-
matical modeling based on the conservation laws of mass,
momentum, and energy. Many studies have presented both
modeled and observed results on fluid flow and solute
transport for benthic-pore water exchange. These are
reviewed in Boudreau [2], Jorgensen and Boudreau [22],
and Huettel and Webster [19] for marine settings, and by
Packman and Bencala [32] for fluvial hyporheic zones.
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There is no specific marine counterpart for the freshwater
‘hyporheic zone’, thus we generalize the nomenclature
and refer instead to the interfacial exchange zone (IEZ)
as the volume within the permeable sediments that is phys-
ically influenced by fluid exchange across the sediment–
water interface.

A holistic view of the dynamics of the IEZ necessarily
begins with a comprehensive knowledge of the fluid physics
as mass flux is usually governed by advection rather than
molecular diffusion or dispersion [17,40]. Advective
exchange between the water column and the underlying
porous sediments occurs mainly due to pressure gradients.
These pressure gradients are typically generated by cur-
rents above any bed-surface topography or by oscillatory
flow due to waves and tidal fluctuations [19,42,49]. Some
benthic organisms also generate flow across the sedi-
ment–water interface and mixing of sediments; these phe-
nomena are referred to as bioirrigation and bioturbation.
Aside from the advective process, which has been referred
to as ‘‘pumping’’, the movement of bedforms also results in
the trapping and release of solutes and is termed ‘‘turn-
over’’ [11]. A thorough investigation of the mechanics of
pumping is necessary if we are to understand the fluid
physics of IEZs.

Several studies, often supported by experiments, have
investigated the mechanics of pumping but within a limited
context. Most studies focus on the sediments and assume
that the water-column bottom pressure (the sediment’s
top boundary condition) is given ab extra. Thibodeaux
and Boyle [45] present results of flume experiments with
gravel beds and apply Darcy’s Law, combined with pres-
sure distributions measured over triangular roughness from
Vittal et al. [48], to estimate pore-water velocities along the
SWI. This study illustrated the presence of interfacial
exchange but did not thoroughly investigate the fundamen-
tal hydrodynamics of the system either in the water column
or within the sediments. Savant et al. [40], applying the
boundary element numerical method, replicate flume
observations of flow through a single dune induced by pres-
sure gradients, which were also calculated following Vittal
et al. [48]. Elliott and Brooks [11] followed the same proce-
dure of taking pressure profiles from previous experiments,
this time from Fehlman [13], and imposed it as a boundary
for a numerical model of Darcy flow within the sediments.
Moreover, they approximated the pressure profile along
the SWI with a sine function to derive an exact solution
for potential flow in the sediments, while assuming that
the interface is flat [11]. Observed tracer trajectories within
permeable sediments were modeled successfully by Huettel
and Gust [21] who applied a sink-source potential flow
model. Although early numerical simulations of flow
within the sediments considered bedform geometry explic-
itly [10,40], several recent approaches impose a functional
pressure distribution on the flat upper boundary of pore-
water flow models which consider homogeneous
[18,31,42] as well as heterogeneous permeability fields
[4,39]. The spatially periodic, and approximately sinusoi-
dal, pressure distributions represent the impact of bed
topography. Despite elucidating processes operating in
the sediments, models that ignore the geometry of bed-
forms miss a substantial part of the IEZ and provide an
incomplete picture. Marion et al. [24] have shown that
pore-water flow models of pumping induced exchange with
flat upper boundaries cannot accurately predict results of
experiments when bedforms protrude significantly into
the water column, i.e., bedform height is comparable to
water-column depth. They attribute this to inadequate rep-
resentation of the parts of dunes located higher than the
mean bed elevation. Moreover, flume studies using gravel
and sand beds show that pore-water flow velocities deceler-
ate non-linearly away from the interface [20,30,45] support-
ing the emphasis on processes occurring along and adjacent
to the bed surface.

The studies cited in the previous paragraph illustrated or
emphasized processes within the sediments. There have
been investigations that simultaneously analyze the flow
above and below the interface. Ho and Gelhar [16] present
results of analytical and experimental studies on turbulent
flow in pipes with permeable walls characterized by wavy
periodic topography. They assumed inviscid, irrotational
flow in the water column, and thus had potential flow both
within and above the permeable media. Shum [42] exam-
ines the effects of the passage of progressive gravity waves
on advective transport in a porous rippled bed. Once again,
potential flow was assumed for the oscillatory flow in the
water column. This allowed for an exact representation
of the pressure along the surface of the sinusoidal ripples
and the derivation of an analytic solution for potential flow
within the ripples. Furthermore, Shum [42] refers to
unpublished numerical simulations of the Navier-Stokes
equations for laminar oscillatory flow above the ripples.
He also imposed this pressure solution as a boundary along
the ripples for the flow model in the sediments. This
allowed, for the first time, an investigation of the underly-
ing and fundamental dynamics of advective exchange
between rippled sediments and a water column driven by
gravity waves. However, only a handful of cases were pre-
sented by Shum [42] and the study was limited to sinusoidal
ripples under oscillatory flow. To our knowledge no similar
study of pumping has been done for triangular bedforms
under unidirectional flow. We address this gap through
sequentially coupled numerical modeling of fluid flow both
above and below a SWI with triangular bedform
topography.

1.2. Purpose of this study

The goal of this paper is to use two-dimensional coupled
flow simulations to elucidate the basic hydrodynamic inter-
actions between mean unidirectional laminar flow in the
water column above triangular bedforms, with porous flow
in the underlying permeable sediments. The effects of oscil-
latory flow, turbulence, bioirrigation, and bioturbation are
assumed negligible. Our audience is interdisciplinary scien-
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tists concerned with the biogeochemistry and aquatic life of
interfacial exchange zones. We address the following ques-
tions. How do bedforms affect water-column eddy geome-
try and the pressure distribution at the SWI? How do eddy
geometry and the bottom pressure distribution affect inter-
facial exchange and flow through the underlying sedi-
ments? How do these effects change with flow conditions
in the overlying water column and with bedform shape?
These questions can also be posed for different scenarios
of ambient groundwater discharge – ‘neutral’, ‘gaining’,
or ‘losing’ conditions. The gaining scenario refers to cases
where the water column is gaining net water, e.g., gaining
rivers or lakes and coastal zones subjected to submarine
groundwater discharge. The gaining case is addressed in
another paper [5]. The reference case, where the water col-
umn is ‘neutral’ – neither gaining nor losing net water, is
addressed here.

Among our assumptions the weakest is viscous (lami-
nar) flow in the water column; in most natural systems this
flow is turbulent. We felt it prudent to first examine a
canonical situation, although still maintaining the geomet-
ric complexity of the bedform. An inviscid, irrotational
model of the water column would not capture the separa-
tion and eddy that we later show controls interfacial
exchange. The simplest flow field to do so involves viscous
flow. A viscous modeling approach significantly increases
our insight into interfacial exchange, leads to limiting con-
ditions of interest in turbulent flows, and even has direct
application to those few natural situations (lakes, wetlands,
and some ocean bottoms) where laminar flow conditions
exist. Throughout the development of hydrodynamics vis-
cous-flow studies have played this pioneering role. Unlike
turbulent flow, accurate solutions of the viscous-flow equa-
tions are easily achieved with minimal approximation, as
we do using computational fluid dynamics. Shum’s [42]
study, discussed above, is an example where a laminar-
flow-based investigation provided fundamental insight.

A recent special issue of Advances in Water Resources
highlighted papers dealing with modeling of hyporheic zone
processes [37] but included none that tackle the coupled
hydrodynamics of the water column and porous sediments,
not even for laminar-flow settings. Consideration for turbu-
lent conditions (e.g., direct numerical solution of transient
Navier-Stokes equations, large-scale Eddy Simulation, or
Reynold’s average approaches) is left for future studies.

2. Methodology

In order to answer our questions, we used FEMLAB, a
multiphysics finite element analysis software, to numerically
model the coupled flow in two-dimensions and at steady-
state. The code solves the Navier-Stokes (NS) and continuity
equations for incompressible flow for the water column:

q
ou

ot
� lr2uþ qðu � rÞuþrp ¼ 0 ð1Þ

r � u ¼ 0 ð2Þ
where q is the fluid density, u the velocity vector, l the dy-
namic viscosity, and p is the dynamic pressure. Because of
the choice of boundary conditions (below) this is effectively
an ‘‘enclosed flow’’ problem. An enclosed system is one
that is surrounded by fixed boundaries (as in these simula-
tions) or that has a flow field of such spatial extent as to be
considered infinite (as in application of the model results
to, e.g., the ocean bottom). Total pressure is the sum of a
hydrostatic pressure and the variable dynamic pressure,
p. There is no need to represent gravity explicitly in (1)
or in the porous bed domain, which is governed by the
combination of Darcy’s Law and the continuity equation
for incompressible flow in a non-deformable media, i.e.,
the groundwater flow equation:

r � q ¼ 0 ð3Þ

q ¼ � k
l
rp ð4Þ

Here q is the specific discharge (i.e. Darcy ‘‘velocity’’) and k

is intrinsic permeability. Direct solvers from the UMF-
PACK algorithm [9] are implemented in FEMLAB (now
called COMSOL Multiphysics). Sequential coupling is
implemented via imposing the NS-continuity derived pres-
sure distribution along the bed surface as a Dirichlet
boundary for the groundwater flow equation. The top of
the water column is treated as a no-flow symmetry bound-
ary and not as a free surface (Fig. 1a). The water column’s
bottom boundary, the sediment–water interface (SWI), as-
sumes the no-slip/no-flow condition:

u ¼ 0 ð5Þ
The lower boundary of the porous domain is considered
impermeable.

As already mentioned, the top (SWI) boundary of the
porous domain is a prescribed pressure boundary derived
from solving the NS equations in the water-column
domain. Thus, by definition pressure is continuous across
the two domains. However, although the NS velocity is
zero at the SWI, the porous bed Darcy velocity is finite
resulting in a discontinuous velocity distribution across
the interface. Velocity jumps are common in porous sys-
tems with sharp contrasts in permeability, such as along
the transition from clay to gravel. However, our sequential
formulation results in a slight mass imbalance as fluxes into
and out of the SWI are not accounted for in the water col-
umn. Our coupling is only one-way and not iterative. This
imbalance is negligible for the water column as fluid fluxes
through the SWI are miniscule compared to other water-
column fluxes (less than 0.01% of flux through the water
column). It is a somewhat awkward yet convenient approx-
imation for the coupled interface (more on this later).
Although formulations that ensure mass balance are possi-
ble (e.g., Brinkman-type or Beavers–Joseph-type equa-
tions), they are currently difficult to implement as they
require a priori knowledge of additional parameters (effec-
tive viscosity in Brinkman-type equations and a slip-veloc-
ity in the Beavers–Joseph-type equations) and have been



Fig. 1. (a) Schematic of model domain and system formulation. (b) Representative finite element mesh illustrating normal flux (small white arrows)
through the bed surface, qint, and average horizontal velocity in the water column (large white arrow), Uave. (c) Typical solution for flow directions (arrows
are of equal lengths and do not indicate magnitude); dashed line in the porous bed is a dividing streamline which separates the interfacial exchange zone
from deeper zones dominated by ambient underflow, the vertical distance from the trough of the bedform to the deepest section of this streamline defines
the depth of the exchange zone, dz. (d) Close up view of the eddy showing streamlines. (Simulation for larger H/L = 0.143 and smaller Lc/L = 0.74 to make
eddy more prominent.)

304 M.B. Cardenas, J.L. Wilson / Advances in Water Resources 30 (2007) 301–313
shown to be strictly valid only in porous media whose
porosities are of the order of 0.9 or greater [29]. For inter-
faces with a lower porosity porous media, a no-slip condi-
tion for the water column is a valid approximation [44]. In
any event, a slip-condition along the SWI would not signif-
icantly change the pressure distribution or the interfacial
exchange that it controls. The small slip velocities involved
would simply be too small. Finally, this set of boundary
conditions for the coupled system is an improvement over
past practices; most previous studies of interfacial exchange
focus only on fluid flow within the sediments and impose
an ab extra, known-pressure boundary along the SWI
[4,18,31,39,42].

To approximate an infinite horizontal domain solution,
we impose spatially periodic pressure and velocity bound-
aries along the vertical sides for both the water column
and the sediments (Fig. 1a). The same mean pressure drop,
dp, is prescribed between the two vertical boundaries for
both domains. Pressure is also specified at the upper right
or lower right corner of the NS domain in order to facili-
tate the periodic boundaries and achieve a unique solution.
Ambient flow is always from left to right. Stability and
accuracy of the NS solution is ensured via using Lagrange
p2–p1 elements (second order Lagrange elements for veloc-
ity and linear for pressure). Similarly, we use second order
Lagrange elements for the Darcy domain. The number of
triangular elements range from about �18,000 to near
43,000 depending on dune geometry and hydrodynamic
conditions (Fig. 1b). Element distribution is densest at
the SWI; and denser in the water column than in the por-
ous bed. The highest resolution is 1 cm. We calculated Kol-
mogorov microscales to see how much additional effort
would be needed to model water-column turbulence by
direct numerical simulation of the NS equations. For a
bedform Reynolds number (see below) of 10,000 the target
grid size would be half a millimeter, 20 times smaller than
currently simulated. But such simulations would also need
to be three-dimensional and transient, and consequently
were beyond the scope of this study. Sensitivity to grid
spacing was tested for the laminar flow conditions of this
paper, and the presented solutions are converged with
respect to the grid.

In order to answer the questions posed in Section 1.2,
we ran multiple simulations with different parameters.
We varied the bedform length (L), bed crossover length
(Lc, the x-location of the crest relative to the entire bed-
form), bedform height (H), and the depth of imperme-
able boundary located at the bottom of the sediments
(db). These parameters are illustrated in Fig. 1a. Several
ambient or mean pressure drops (dp) were used to effec-
tively vary the average velocity (Uave) in the water col-
umn as well as the Reynolds number (Re). To best
characterize the dynamics we define a bedform Reynolds
number in terms of the height H as
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Re ¼ U aveH
v

ð6Þ

where v is the kinematic viscosity of water at standard con-
ditions (20 �C), and Uave is the characteristic velocity de-
fined as the average velocity along a vertical-section in
the water column, taken from the crest of the bedform to
the top boundary. Steady-state numerical solution of the
Navier-Stokes equations was possible for Re up to
�15,000. Apparently, small perturbations introduced by
roundoff and truncation error were damped out by the
numerical scheme up to this limit, and the solution pro-
duced higher-Re laminar flows. But above this limit small
perturbations grew and, for our relatively coarse grid, in-
stead of creating turbulence the solution simply blew up.
We limit our results to lower Re where turbulence is less
likely to occur in natural flows. Froude numbers (with
the water-column depth as the characteristic length) for
the water column are�1 in all simulations; we did not sim-
ulate a free surface at the top of the water column.

Our answers to the questions in Section 1.2 focus on
dunes. These ubiquitous larger scale features are expected
to have a more profound effect on interfacial exchange than
smaller bedforms. Dunes typically, though not strictly,
have bedform length (L) greater than 0.6 m and bedform
height (H) larger than 0.04 m [51] and are formed under
broad hydrodynamic and sedimentological conditions.
Fortunately, empirical studies such as by Yalin [51] have
delimited stability fields for different bedforms including
dunes. These were used as the basis for fixing bedform
height (H = 0.05 m), and selecting ranges of bedform
length (L), steepness (H/L), and asymmetry (Lc/L) for
the sensitivity analyses. We chose as the base case for these
simulations H = 0.05 m, H/L = 0.05, and Lc/L = 0.9; this
is similar to the base case in Cardenas and Wilson [5].
We fixed water-column depth (dwat = 0.45 m), but varied
the thickness of the sediments (db); for the base case
db=2 m. Southard and Boguchwal [43] demonstrated that
dunes do not form in fine sediments (d10 < 0.15 mm); thus
we assigned the sediments for both ripples and dunes an
intrinsic permeability value of k = 1 · 10�10 m2, which is
within the range for well-sorted coarse sand. This perme-
ability is small enough to ensure that the flawed boundary
conditions at the sediment–water interface will not be seri-
ously violated (e.g., requiring a slip condition and/or hav-
ing sufficient flux to require perfectly matched fluxes and a
fully coupled solution). At the end of the paper we examine
a smaller bedform, i.e. ripples, but consider only one bed-
form geometry (i.e., H, L, H/L, Lc/L, etc. are fixed) and
compare to experiments.
3. Results and discussion

3.1. Eddy geometry and bottom pressure distribution

We first study the influence of triangular bedforms on
the geometry and size of the water-column eddy that
forms downstream of the bedform crest, and the result-
ing bottom pressures (that drive the flow through the
sediments). A typical simulation result is portrayed in
Fig. 1c (for a larger dune steepness and smaller asymme-
try in order to highlight features; the arrows in the figure
indicate only flow direction and not magnitude). The
flow in the water-column accelerates on the stoss side
and decelerates on the lee side of the bedform. An eddy
is visible in the water-column downstream of the bed-
form crest, as indicated by the arrows. A close up view
of the eddy is shown in Fig. 1d, with streamlines instead
of velocities in the water column. Fig. 2 provides a view
of the pressures and flow fields for the dune base case,
over a range of Reynolds numbers (where increasing dp
is used to increase Uave and Re). Once again the arrows
in the figure only indicate flow direction and not magni-
tude. At the lowest Re, which is of no practical impor-
tance, the water-column flow is creeping and there is
no eddy. Above a threshold Re, which depends on the
bedform geometry, separation occurs and an eddy forms
around the trough. The eddy gets larger as Re increases
further. The eddy detachment point (xd; see Fig. 1d)
migrates upstream and up the lee face towards the crest,
while the reattachment point (xr) migrates downstream
and up the stoss face (Fig. 2). The eddy size, measured
by length Le = xr � xd, is particularly sensitive to the
current at low Re (Fig. 3a).

Well above the bottom of the water column, the mean
pressure gradient in the water column dominates over
local pressure gradients generated by the current–bed-
form interaction (Fig. 2). At the bottom, the pressure
is continuous across the sediment–water interface. The
eddy detaches from the SWI near the point of minimum
local pressure (pmin), which is located close to the bed-
form crest when Re > 200, and reattaches near the point
of maximum pressure (pmax), on the stoss face. Normal-
ized bottom pressures (p*) are plotted in Fig. 4 for the
same Reynolds numbers found in Fig. 2. The bottom
pressures for any one bedform wavelength are normal-
ized by calculating the midpoint pressure (one half of
the sum of pmax and pmin) and pressure ‘‘amplitude’’
(one half of the difference of pmax and pmin), then sub-
tracting the midpoint value from the bottom pressure
and dividing by the amplitude. For creeping flow the
maximum pressure, p�max, is located near the trough, as
one would expect from continuity and the Bernoulli
equation. As Re increases, an eddy forms and the loca-
tion of maximum pressure, which is almost co-located
with the reattachment point, migrates downstream. The
minimum value of the normalized pressure, p�min, is
located at the crest for creeping flow, and at or just
downstream of the crest for higher Res (where it is essen-
tially co-located with the eddy detachment point for
higher Res). Approaching this minimum from upstream,
there is a significant dip in pressure at or near the crest
of the bedform. The pressure then gradually recovers
over the bedform lee face and trough.



Fig. 2. Typical solutions for normalized pressure (indicated by color spectrum) and flow directions (arrows are of equal lengths and do not indicate
magnitude) over and through a dune. Shown are flow fields (a–f) for six Reynolds numbers (Re = 6, 59, 174, 569, 1124, 2221) depicting the development of
the eddy, and the co-location of eddy reattachment points and pore-water flow divides. Dashed lines are streamlines that divide the porous bed into
distinct flow cells (H = 0.05 m, L = 1.0 m, H/L = 0.05, Lc/L = 0.9, db = 2.0 m, dwat = 0.45 m, k = 1 · 10�10 m/s). (For interpretation of the references in
colour in this figure legend, the reader is referred to the web version of this article.)
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3.2. Interfacial exchange zone configuration and flux

Figs. 1 and 2 visually display the relationship between
flow conditions above and below the sediment–water inter-
face. Below the SWI, the pore-water flow is controlled by
the pressure distribution at the bottom of the water column,
which at higher Res is related to eddy size. The pattern of
pore-water flow directions in Fig. 2 is indicated by the
arrows, which show flow direction (not magnitude). Pore-
water flow is into the bed on the upper part of the bedform’s
stoss face, and back up into the water column on the lee face
and the lower part of the stoss face. Further away from the
SWI, in the porous bed below, the mean pressure gradient
dominates over local gradients. This results in ‘‘underflow’’,
or ambient flow, within the sediments and is present in all
our simulations. The sediments are subjected to the same
mean pressure gradient as that in the water column. Also
depicted in Fig. 1c is a pore-water streamline (dashed line)
which separates the sediments affected by advective interfa-
cial exchange flow (the interfacial exchange zone, IEZ),
from the unaffected area dominated by underflow. This
streamline is visually picked based on a high-density plot
of streamlines. The maximum vertical extent of the IEZ
(dz) is delineated by the deepest portion of this streamline,
as defined by the vertical distance between the trough of
the bedform to the trough of the dashed line (see also
Fig. 2). We use this as a metric for IEZ size, and it increases
with Re towards some asymptotic limit (Fig. 3a), and is par-



Fig. 3. (a) Relationship of eddy length, Le (squares), and interfacial exchange zone depth, dz, (x’s) with Re. The horizontal length of the eddy is measured
from the detachment to reattachment points, across the trough. (b) Relationship between IEZ depth and area, Az. (c) Interfacial exchange flux density, q�int

as a function of (c) Re and (d) pressure drop between points of maximum and minimum bottom pressure (where the pressure drop is written in terms of
head, h = p/qg). Conditions used in simulations are the same as in Fig. 2. The six simulations shown in Fig. 2 are indicated by encircled x’s and
corresponding letter labels in (b).

Fig. 4. Simulated pressure (normalized p*) profiles for different Re taken
along the bed surface for the conditions of Fig. 2 (letter scheme is same as
in Fig. 2). Location x is measured downstream from the trough. Gray area
illustrates the corresponding bedform geometry.
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ticularly sensitive to low Res. Another metric is the area (Az)
of the IEZ, which is the area swept by all water entering the
(upper part of the) stoss face of a single bedform. That dz is
a good metric for the IEZ is confirmed by the almost linear
relationship between dz and Az (Fig. 3b).

The eddy and related bottom pressures determine the
flow field in the sediments and the size of the interfacial
exchange zone. We demonstrate this first by examining
the dependence of the exchange zone depth (dz) on Re.
As shown in Fig. 3a, it is functionally similar to that for
the eddy length (Le). Second, we observe within the sedi-
ments that flow divides, which separate the flow cells into
one where flow is dominantly upstream and towards the
stoss face and one where flow is dominantly downstream
and towards the lee face (Fig. 2), essentially coincide with
eddy reattachment points for Re > 200. These observations
demonstrate a direct relationship between flow conditions
above and below the SWI. The flow fields also show that
flow cells within the bed are not confined to a single bed-
form, i.e., there is cross-bedform flow. Although we’ll see
below that the bedform length (L) can be applied as a basic
unit for scaling the IEZ, this does not necessarily mean that
one bedform is a closed hydrodynamic system where
divides coincide with natural boundaries such as crests or
troughs.
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Another measure of interfacial exchange is the IEZ
effective flux density. We compute this as follows: (i) first,
we integrate the magnitude of the normal flux over a bed-
form’s surface, Lint (Fig. 1b), to get total volumetric flux,
and then divide it by the wavelength of the bedform (L)
which results in an effective flux density and (ii) then, we
divide the effective flux density by two since the integration
does not discriminate between flux going in and out of the
bed which are equal. The final quantity, qint, is an effective
flux density based on the bedform length. We non-dimen-
sionalize qint by dividing by hydraulic conductivity of the
sediments, q�int = qint/K (K = kqg/l, where g is the gravita-
tional constant). The volumetric flux is then given by the
product LKq�int. Fig. 3c and 3d show that the IEZ flux grows
with Re and with the difference between maximum and
minimum bottom pressures, both without limit. As the cur-
rent and Re increase the bottom pressure variation
increases. It is interesting that these relationships become
linear for Re > 1000. Of course we would expect a linear
relationship between pressure drop and IEZ flux by
Darcy’s law, if the flow area were not changing. But, as
suggested by Figs. 2 and 3a and b, the area is still changing
(for Re > 1000) and slightly increasing even while the flux
appears to have already reached this linear behavior.

Fig. 5 shows two velocity magnitude-depth profiles, one
taken vertically through the bed from the crest, and the
other from the trough, down to four bedform heights
below. Velocity drops exponentially below the bed surface.
At the elevation of the bottom of the bedform trough, the
velocity below the crest has dropped by about 93%. Verti-
cal profiles taken from the troughs show a similar but not
as drastic decrease in velocity. Moreover, the maximum
velocity magnitude for the ‘‘trough’’ profile, which like
the ‘‘crest’’ profile also occurs along the SWI, is about
5% of the maximum velocity magnitude of the ‘‘crest’’ pro-
file. This relationship, which is observed over a range of
Re’s, suggests that fast flow and therefore efficient materi-
Fig. 5. Depth profiles of normalized magnitudes of pore-water velocities
(q is Darcy velocity and qmax is maximum velocity just below the interface
at the crest) taken below the crest (hollow symbols) and below the trough
(solid symbols) for different Res. Depths are taken from the crest.
Conditions are the same as in Fig. 2d (Re = 569).
als cycling is expected to be concentrated within the bed-
forms. Models that approximate advective exchange
through imposing spatially variable pressure on a flat bed
surface may be able to correctly simulate deeper portions
of the pore-flow field (e.g., [38]), but miss this important
aspect.

Before beginning the sensitivity exercise in the next sec-
tion, we need to know that each simulated domain is deep
enough to ensure that the IEZ is not disturbed by the arbi-
trary location of the porous domain’s bottom boundary.
We know that if there were no underflow, IEZ depth dz

would be equal to the depth of the lower impermeable
boundary, db. When underflow is present, such as in our
case, dz is less than db, as long as db is deep enough. This
is illustrated in Fig. 6 for Re = 1000. When dz/db is less
than about 0.7, the IEZ is essentially independent of db.
In order to approximate a solution for a vertically infinite
bed in the sensitivity simulations, we ensured that dz/
db < 0.7. (The results in Fig. 6 can also be used as a guide
for designing flume experiments and to ensure that bound-
ary effects are minimized. In the next section we’ll see that
dz never exceeds L in value; for design purposes this deep-
bed criteria can then be conservatively rewritten as
L < 0.7db. This criterion would be even more conservative
for ripples, which have a larger H/L.)

3.3. IEZ sensitivity to current and Reynolds Number in the

water column

Let’s more closely examine how Re affects dz, the inter-
facial exchange zone depth, and also qint, the normal flux
through the surface of one bedform. This is done by look-
ing at dunes of various geometries found in nature. Our
definition of the Reynolds number (6) is convenient since
it can be directly tied to IEZ dynamics. For instance, if
there is no current, Uave = 0, Re = 0, and the IEZ will
not form. Simply put, there is no pressure gradient along
Fig. 6. Plot of interfacial exchange zone vertical extent, dz [m], versus dz/
db with underflow in the sediments. When the depth of the impermeable
boundary, db, is sufficiently large (dz/db < 0.7), the simulated extent dz

approximates that for an infinite bed. Conditions are the same as in Fig. 2
except for variable db (Re = 1000).
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the bed surface set-up by the current–bed topography inter-
actions, such as depicted in Fig. 2, if there is no current.
Likewise, we get the same result when H = 0 and there is
no obstacle or topography. The current induced pressure
distribution along the flat surface drops uniformly and lin-
early, and streamlines in the porous bed are horizontal and
parallel to the now flat interface.

We analyzed the impact of Re for different bedform
steepnesses or aspect ratios (H/L). Bedform steepness was
varied from 0.0385 to 0.0555 following the observations
by Yalin [51] that this range for steepness is common for
dunes, although there are dunes observed in nature and
in lab experiments outside this range. For all the dune bed-
forms considered, we found that IEZ depth, dz, increases
abruptly when Re is low and eventually becomes asymp-
totic (as in Fig. 3a). More notable is that when dz is non-
dimensionalized by dividing it by L, the simulation results
fall on one curve (Fig. 7a). Dunes, or other bedforms such
as ripples, with aspect ratios outside of the range we inves-
tigated may fall outside this curve. We fit the following
functional model to the dimensionless data in Fig. 7a:

Morgan–Mercer–Flodin model:

ðdz=LÞ ¼ ðabþ cRedÞ
ðbþ RedÞ

ð7Þ

The MMF model [27], which was originally developed to
describe the unrelated problem of resource-limited growth
Fig. 7. Dependence of dimensionless exchange depth dz/L (a) and
dimensionless bed-surface exchange flux density q�int (b) on Re (Lc/
L = 0.9, H = 0.05 m, k = 1 · 10�10 m2).
rate of higher organisms, fits well. This function behaves
such that the dependent variable (dz/L) is equal to fitting
parameter a at the y-intercept and that the asymptotic limit
of the dependent variable approaches c as the independent
variable (Re) approaches infinity. In our case, a is approx-
imately 0 and c is approximately 1 (see Table 1). In fact, we
expect that the curve should pass through the origin
(Re = 0, dz/L = 0 = a). Thus, we can constrain the MMF
model and reduce it to

Michaelis–Menten model:

ðdz=LÞ ¼ Red

bþ Red
ð8Þ

which was originally used to describe the kinetics of enzy-
matically catalyzed reactions [26]. The MM model provides
a slightly inferior, yet still excellent, fit (Fig. 7a; Table 1). In
both models we find that dune dz is less than L at all Re’s.
Since dz is tied to and behaves similarly as eddy length, Le,
with respect to changes in Re (see previous discussion), this
limitation in dz/L is primarily controlled by the natural lim-
itation on the eddy length which can never be greater than
the bedform length. Fitted parameters in Eqs. (7) and (8)
are listed in Table 1.

Plotting normalized flux density, q�int, as a function of Re

(Fig. 7b) also results in points essentially lying along one
curve, which in this case is described by the power function:

qint� ¼ aReb ð9Þ
where a = 9.78 · 10�11 and b = 1.43. Unlike IEZ depth,
which follows a saturation growth type model, the IEZ flux
increases non-asymptotically with Re (Fig. 7b).

3.4. IEZ sensitivity to bedform geometry

Relationships between bedform steepness, H/L, and
IEZ depth, dz/L, and flux, q�int, are illustrated in Fig. 7.
Consider the case where Uave and L are constant; an
increase in bedform height (H) increases Re and therefore
results in an increase in dz/L and q�int. Since L is fixed, the
interfacial exchange zone depth and total flux increases
with bedform height. Now consider water-column flows
with similar Re and therefore similar dz/L. Assuming Uave

and H are constant, the bedform with smaller length (L)
will result in a shallower IEZ, as dz has to be smaller to off-
set the decrease in L, and a smaller IEZ flux ð¼ LKq�intÞ.
Consideration of these relationships, as well as the limiting
behavior of L to dz, suggests that L is an appropriate
Table 1
Results of regression of simulated dz/L with Re (see Fig. 7 and Eqs. (7) and
(8)).

Parameter MMF MM

a �0.0405 –
b 3.9274 4.5158
c 1.0065 –
d 0.3277 0.3429
R2 0.9970 0.9969
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bedform dimension for scaling of IEZ spatial extent. This
has direct implications for exchange models that include
the area of transient storage zones as a parameter (see Run-
kel [36], for example). Portions of these areas correspond to
‘‘dead zones’’ in the water column and the rest correspond
to IEZs. Knowing a representative value for L could poten-
tially help in the parameterization of this term. Note that
this is only valid for cases where the water column is not
experiencing a net gain [5] or loss of water through the bed.

We also examined the asymmetry of bedforms as indi-
cated by the ratio of bed crossover length, Lc (see Fig. 1a
for illustration), with respect to the entire bedform length,
L. Ripples and dunes are typically formed in unidirectional
flow and usually have an asymmetry ratio, Lc/L, of 0.7–0.9.
Bedforms with an Lc/L that is less than this range are more
typical of areas where flow is not dominantly unidirectional
(but not necessarily oscillatory), i.e., estuaries or tidal flats.
However, such bedforms are also present in rivers. For
example, antidunes have an Lc/L less than 0.5. Our results
show that at low Re’s, IEZ depth, dz is not very sensitive to
Lc/L (Fig. 8a). The sensitivity of dz to Lc/L increases with
rising Re. As Re rises, dz is smallest at Lc/L = 0.6–0.7 and
largest at Lc/L = 0.1–0.3, for low and intermediate Re, and
at Lc/L = 0.9, for higher Re. The interfacial-exchange flux
density, q�int, decreases slightly with an increase in Lc/L
Fig. 8. Effect of bedform asymmetry, Lc/L, on IEZ depth, dz/L (a) and on
IEZ flux density, q�int (b); in all cases flow is from left to right. (L = 1.0 m,
H/L = 0.05, H = 0.05 m, k = 1 · 10�10 m2.)
(Fig. 8b). However, for Lc/L P 0.6, q�int appears to stabi-
lize. Equilibrium unidirectional bedforms have Lc/L’s that
are in this range because of drag minimization, with the
result that these equilibrium bedforms also minimize
advective interfacial exchange.

4. Limitations and comparison to experiments

The major assumption underlying these simulations is
laminar flow in the water column. Where natural flows
are characterized by small currents and laminar flow, such
as in quiescent lakes, wetlands, or ocean bottoms, our
results can be used predictively, but for stronger currents
their main power is explanatory. We believe that this power
is significant, as demonstrated by the discussion in Section
3. However, most interesting natural flows, and most labo-
ratory experiments, are turbulent. We compare our simula-
tion results to various laboratory flume experiments (e.g.,
[1,6,41]), most of which involve turbulent flow. While some
differences between the simulations and experiments can be
attributed to non-ideal conditions in the experiments (sev-
eral of which we will mention), the major differences are
due to the presence of turbulence. We also explore how
the laminar flow results can be used to provide estimates
of limiting conditions when the water column is turbulent.

4.1. Eddy geometry

The sharp increase in eddy size with Re, which we dem-
onstrate in Fig. 3a, is well known for laminar flow past a
backward-facing step. Armaly et al. [1] found this behavior
for Re’s of 0–600, where we have converted their result to a
more compatible Re (defined by the mean velocity over the
step and the step height). The eddy zone behind the back-
ward-facing step then starts to shrink (in a step-wise fash-
ion) as the flow becomes transitional, at Re’s of 600–3300.
After the eddy achieves a minimal size, it slightly grows
again with even higher Res up to a stable size for fully tur-
bulent flow at Re > 3300. The turbulent eddy is smaller
than the maximum achieved under laminar flow conditions
(in [1] it is less than half the size of the size of the largest
laminar eddy). We ran additional triangular bedform sim-
ulations for higher Re’s than shown in Figs. 2, 3, and 7, but
it becomes apparent that, without explicit consideration for
turbulence, the simulated eddy attains a maximum size and
never decreases. Experiments (e.g., [6,12,28]) for fully tur-
bulent flow over two-dimensional triangular bedforms
(there are no published results for laminar or transitional
flows) result in smaller eddies that reattach at points closer
to the trough than the laminar flow results presented here,
consistent with [1]’s results for the backward-facing step.
Extrapolating from the backward-facing step results, we
suggest that the point at which the rate of increase in eddy
size with Re starts to decreases significantly (Fig. 3a) can be
loosely interpreted as the limit at which the flow becomes
transitional from laminar. In the case of the simulations
in Fig. 3 or 7, this limit is roughly in the Re range of
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600–900. It might be on the high side of this range, as we
expect the eddy growth rate to decrease earlier in our case
compared to a back-step, due to the finite amount of space
that the eddy can occupy with periodic bedforms. A univer-
sal threshold Re between laminar-transitional-turbulent
flow regimes for triangular bedforms is not well-docu-
mented. Defining a threshold becomes more difficult when
multiple geometries (e.g., several H/L and Le/L values) are
considered, such as our case. In this paper we present
results at higher Re’s (e.g., Fig. 7) for these reasons as well
as for completeness. Additionally, presenting results
through the transitional regime facilitates comparison with
similar future multiphysics studies that consider transi-
tional and/ or turbulent flows in the water column.

4.2. Bottom pressure

Because of its typically smaller eddy size, turbulent flow
in the water column will have a somewhat different pres-
sure distribution along the SWI compared to our laminar
flow solution of the NS equations. The differences are elu-
cidated in Fig. 9 where normalized bottom pressures are
plotted for a bedform conforming to the geometry of rip-
ples, both in size (H and L), steepness (H/L) and asymme-
try (Lc/L). The normalization is similar to that in Fig. 4,
except that the mean pressure gradient is also removed
[10]. The plot includes Elliott and Brooks’ [10,12] fit of fully
turbulent flow pressure measurements that were taken on
similar experimental impermeable triangular ripple bed-
forms by Fehlman [13,41]. It also includes new laminar
flow simulations of this geometry for various Re (see the
figure caption for the simulated parameter values). The
Fehlman pressure profile (gray line) has a maximum that
is closer to the trough than the simulated (Re > 200) lami-
nar flow results (Fig. 9), consistent with a smaller eddy for
turbulent flow. Unlike the simulations, the gray line does
not have a dip in pressure at or near the crest of the bed-
form. Instead, the low pressure zone corresponds to a
Fig. 9. Simulated pressure (normalized p**, where p** is normalized
similar to p*, Section 3.1, except that the ambient gradient is removed)
profiles for different Re taken along the bed surface for a ripple bedform
[11]; gray line corresponds to normalized pressure distribution based on
measurements by Fehlman [13] over a similar bedform, as presented in [11]
(L = 0.178 m, Lc = 0.132 m, H = 0.0254 m, H/L = 0.143, db = 0.135 m,
dwat = 0.0645 m, k = 2 · 10�10 m2).
broad area encompassing the trough of the bedform. This
is an experimental artifact, as a pressure dip or adverse
pressure gradient is necessary for flow to separate and
reverse; it is difficult or impossible to resolve the dip in
flume experiments. (Pressure probes need to be accurately
placed where the reattachment point is located but this is
not known a priori. Even if probe placement were optimal,
the time-averaging needs to be carefully considered [8].)
Other studies show disparate results. For example, Raudk-
ivi [34] found that pressure dips near the crest then
increases through the lee face of the triangular bedform;
Yoon and Patel [52], using a Reynolds averaged NS model
of the water column, also found a similar upward trend in
pressure on the lee face. A large gradient in pressure at the
lee face of a triangular mound was observed by Huettel and
Gust [21]. On the other hand, the observations and calcu-
lations in Vanoni and Hwang [47] and Mendoza and Shen
[25] have more or less similar trends with those of the gray
curve in Fig. 9. Nonetheless, our results, as well as those of
the studies mentioned, consistently show the location of the
lowest pressure at or near the crest. In some it is a domi-
nant trough and in others a broad area. The differences
are due to experimental design and flow conditions, i.e.,
laminar to transitional to turbulent. The Res for the refer-
ences we cite vary from about 3000 to as high as 50,000,
higher than in the simulations presented here. While the
simulations show that for laminar flow the normalized
pressure profiles are sensitive to Re (Figs. 4 and 9), sensitiv-
ity to Re is expected to be much less for turbulent flow con-
ditions (e.g., [13,41,47]).

4.3. Discussion

The limitations of our formulation, especially the
assumption of laminar water-column flow, should be con-
sidered when interpreting our findings. Despite this, our
results help us understand how IEZs develop in these sys-
tems and provide a foretaste for future studies that explic-
itly account for turbulence. They also provide guidelines
that we can use to estimate limiting conditions of interest
when the flow is turbulent. For example, the laminar flow
model projects a maximum IEZ depth, dz, approaching
the bedform length, L; this discussion suggests that under
fully turbulent flow the IEZ depth will be considerably
smaller, closer to 0.5L, and much less sensitive to Re.
The maximum IEZ depth, for any flow condition, will
occur when laminar flow begins its transition to turbulent
flow, expected to occur below Re = 1000. This maximum
depth cannot be greater than 0.7L. Under fully turbulent
flow the size of the eddy and details of the bottom-pressure
distribution will change, but the IEZ shape should be qual-
itatively similar to that shown in Fig. 2 (based on Res in
Fig. 9 and the discussion of the eddy for the backward fac-
ing step). The pressure difference in turbulent flow will be
substantially greater than computed here, and fluxes will
be substantially larger. Fig. 7b then becomes a lower-
bound estimate of flux, but the figure also suggests that
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we should expect an almost linear growth of flux with Re

under turbulent flow.

5. Summary

Using a sequential numerical formulation we modeled
coupled flow above and below two-dimensional bedforms
on a sediment–water interface. The water column above
the interface is governed by the viscous-flow Navier-Stokes
and continuity equations while the porous bed follows the
groundwater flow equation. FEMLAB (now called COM-
SOL Multiphysics), a multiphysics finite element analysis
software, was used to solve the governing equations. We
show, for laminar flow in the water column, how the rela-
tionship between driving forces and resulting flow fields
and fluxes change across evolving dynamical settings.

Coupling between water column and exchange zone flow
is mainly controlled by the behavior of the eddy in the
water column. In fact, the deepening of the exchange zone
with increasing Reynolds number mirrors the growth of the
eddy. The eddy detaches near where the minimum pressure
is located along the interface and reattaches close to the
location of maximum pressure. These two critical pres-
sures, which determine maximum pressure gradient, domi-
nantly control the exchange zone flow field. The
simulations show that the water-column eddy size and reat-
tachment point position controls the location of flow
divides within the porous bed. Since eddy size increases
with an increase in Reynolds number, the same dynamic
behavior is observed in the geometry and flow field of the
interfacial exchange zone. Flow divides within the bed do
not necessarily correspond to natural breaks such as bed-
form troughs and crests. Some flow cells cross bedforms
illustrating that a bedform is not necessarily a closed
hydrodynamic system. Lastly, pore-water velocities drop
significantly with depth from the bed surface. Pore-water
velocities near the trough are lower than those near the
crest. These results support the importance of and the need
for hydrodynamic models that explicitly consider the
geometry of bedforms.

The plot of interfacial exchange zone depth as a function
of water column Reynolds number is described by a simple
function, the Michaelis–Menten model, with a single curve
for a range of common dune steepnesses. That the depth is
a good metric of the interfacial exchange zone is shown by
the linear relationship between exchange zone area and
depth. The interfacial exchange zone is very sensitive to
lower Reynolds numbers, but at higher Reynolds numbers
stabilizes at a depth that is equivalent to the length of the
bedform. This information is potentially useful in the
parameterization of the interfacial exchange zone area,
which is commonly included in transient storage models.
The relationship between bed-surface flux and Reynolds
number is described by a non-asymptotic power function.
Flux is mainly controlled by the pressure gradient set-up
along the bed surface due to current–bedform interactions.
At higher Reynolds numbers the exchange zone depth and
area are less sensitive to the pressure gradient, and the
exchange zone flux is linearly related to Reynolds number
owing to Darcy’s Law.

Aside from demonstrating the effects of bedform height
and length, the results show that both interfacial exchange
zone depth and bed fluxes may change with the relative
location of the bedform crest. At low Reynolds number,
the interfacial exchange zone depth is not affected much
by the relative location of the crest but it becomes more
sensitive to the crest location as the Reynolds number
increases. Fluxes are higher when the crest is further
upstream from the downstream-located trough. Changes
to flux are minimized and appear to stabilize as the crest
gets closer to the downstream trough.

The laminar flow results also provide guidelines that we
can use to address turbulent flow conditions. For example,
once we take into account our well-founded speculation
that the IEZ depth and configuration will be relatively
insensitive to Re under fully turbulent flow conditions,
we believe that most of the qualitative conclusions from
this summary will still hold. We can even use the laminar
flow results as limiting conditions to quantitative behavior,
for example, suggesting that the IEZ will never get larger
that 0.7L, under any condition, and that in fully turbulent
conditions its depth will be more like 0.5L.

What these laminar flow results lack in predictive ability
they make up for in explanatory power and, in any event,
will help design future studies that directly address turbu-
lence and other issues. Throughout the development of
fluid mechanics laminar-flow studies have played this pio-
neering role.
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